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Abstract—This research work analyses the effect of the 

architectural composition of Multi-Layer Perceptron (MLP) 

Artificial Neural Network (ANN) combined with the effect of 

the learning rate for effective prediction of signal power loss 

during electromagnetic signal propagation. A single hidden 

layer and two hidden layers of MLP ANN have been considered. 

Different configurations of the neural network architecture 

ranging from 4 to 100 for both MLP networks have been 

analyzed. The required hidden layer neurons for optimal 

training of a single layer multi-layer network were 40 neurons 

with 0.99670 coefficient of correlation and 1.28020 standard 

deviations, while [68 72] trained two hidden layers multi-layer 

perceptron with 0.98880 coefficient of correlation and standard 

deviation of 1.42820. Different learning rates were also adopted 

for the network training. The results further validate better MLP 

neural network training for signal power loss prediction using 

single-layer perceptron network compared to two hidden layers 

perceptron network with the coefficient of correlation of 

0.99670 for single-layer network and 0.9888 for two hidden 

layers network. Furthermore, the learning rate of 0.003 shows 

the best training capability with lower mean squared error and 

higher training regression compared to other values of learning 

rate used for both single layer and two hidden layers perceptron 

MLP networks.  

Index Terms—Architectural composition, Learning rate, Error 

reduction, Signal power loss, Bayesian Regularization, MLP 

I. INTRODUCTION 

Over the years, different geospatial and heuristic 

methods have been developed for enhanced reduction of 

signal power loss error during electromagnetic 

transmission [1]-[3]. Nevertheless, the efficiency of these 

techniques, such as empirical models and deterministic 

models, have been verified experimentally with empirical 

models. However, popular due to their simplicity, 

introduce high errors during prediction while 

deterministic models are complex in operation [4]. There 

is a need for profound knowledge of the behavior of 

electromagnetic signal propagation in the practical 

wireless channel for effective radio access network 

planning and deployment of radio access networks in 
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different environments. The direction and magnitude of 

the electromagnetic signal in feasible wireless channels 

are mainly random and extremely unpredictable [5]-[7]. 

Thus, an understanding of this phenomenon in the radio 

access network is required to assure excellent quality of 

service and high data transmission rates [1], [3], [8]-[10].   

Radio signals are reflected when they collide with 

objects whose dimensions are large relative to the 

wavelength of the radiated signal. At the same time, 

diffraction occurs because of transmission paths being 

obstructed by large substances that cause the bending of 

signals during propagation [11], [12]. Electromagnetic 

signals also encounter scattering during propagation due 

to the object's size being less than the radio-signal 

wavelength. Thus, radiated electromagnetic signals are 

reflected in different directions. Scattering may also 

result due to precipitation, suspensions as well as dust 

particles [1], [5], [13]. The atmospheric propagation 

environment conditions mainly influence the propagation 

of electromagnetic signals.  

Electromagnetic signals of higher frequencies with a 

few millimeter wavelengths easily get attenuated as the 

size of the transmitted wavelength tends towards 

atmospheric size [14]-[16]. Various copies of transmitted 

radio signals arrive at the receiver via propagation 

mechanism by multipath propagation in real-world 

propagation environments. This causes signal fading at 

the receiving end [1], [14]. In view of a situation where 

the received signal strength magnitude constantly 

changes within a short duration given that there is a 

relatively unchanged distance, such signal attenuation is 

small. The received signal scale significantly reduces for 

large-scale fading at the increase in distance. This 

concept is known as path-loss or loss in signal power 

[17]-[20].  

Various propagation models have been developed for 

path-loss estimations under different propagation 

scenarios [21]. Conventionally, each propagation model 

can either be empirical, deterministic or semi-

deterministic model w.r.t. the model technique applied. 

On the availability of site-specific data of the propagation 

terrain, deterministic models' application mainly 

guarantees accuracy in prediction. However, a significant 

challenge with the use of deterministic models is their 

computational complexity. They require numerous input 

information which may not easily be obtained [22]. In 
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divergent, empirical models require less computational 

resources for their implementation. Though easy to use, 

their prediction accuracy is low in comparison to the 

deterministic model.  The effectiveness of these models 

has been tested in diverse environments. 

Researchers have recently successfully used ANN to 

predict losses during electromagnetic signal transmission 

[23]. Artificial neural networks are adaptive statistical 

tools that model almost the same way as the biological 

nervous system [24]-[26]. Due to its accuracy and 

litheness in adapting to different environments, various 

notable characteristics (for example: the ability to learn, 

generalization of patterns, and model nonlinear functions) 

application of ANN algorithms emerged for problem-

solving [27], [28].  

This research work carried out a comprehensive 

analysis of the impact of the architectural composition of 

MLP-ANN in unification with the effect of variable 

learning rates in the prediction of signal power loss using 

the detailed dataset from a micro-cellular environment. 

As a result, various variable learning rates were adopted 

in training a single hidden layer MLP network and two 

hidden layer MLP network, and their prediction 

performances were made. This is quite different from the 

author's previous work, where the effect of learning rates 

was only realized using a single hidden layer MLP 

network [7], [8], [11], [29].  

In this research work, performance mean squared error 

and training regression have been used to analyze the 

required learning rate for network training. Coefficient of 

correlation and standard deviation have been used to 

analyze the adequate required architectural composition 

of the MLP network. Early stopping technique and 

Bayesian Regularization (BR) algorithm have been 

employed for improved network generalization during 

training. The required hidden layer neurons for optimal 

single-layer multi-layer network training were 40 neurons 

with a 0.99670 coefficient of correlation and 1.28020 

standard deviations while trained with two hidden layers 

ML gave a 0.98880 coefficient of correlation and 

standard deviation 1.42820. Further comparison between 

the architectural composition required for adequate 

training of MLP with a single hidden layer and two 

hidden layers reveals better prediction of signal power 

loss using single layer MLP compared to two hidden 

layers MLP network.  

Learning rates of 0.003 to 0.042 have been adopted for 

the network training. The results further validate better 

MLP neural network training using a single-layer 

perceptron network compared to two hidden layers with a 

coefficient of correlation of 0.99670 for single layer MLP 

and 0.9888 for two hidden layers MLP network. The 

learning rate of 0.003 shows the best training capability 

with lower mean squared error and higher training 

regression compared to other values of learning rate used 

for both single layer and two hidden layers MLP 

networks. However, increased convergence training time 

was required for training the neural network at 0.003 

learning rate. This work has been organized as follows: 

Section II describes the architectural composition 

implication of MLP-ANN. The section III analyses the 

results of this work. Finally, Section IV concludes the 

work and recommends the future aspects. 

II. ARCHITECTURAL COMPOSITION IMPLICATION OF 

MLP-ANN AND SELECTION OF TRAINING SET WITH 

LAYER/NEURON VARIATION 

Universal approximation theorem states that three-

layered MLP-ANN approximates practically any 

nonlinear function [30], [31]. However, there is no 

specification of the size (number) of the hidden layer of 

neurons for specified problem complexity. Thus, the 

actual required number of the hidden layers and neurons 

has remained an open problem for effective neural 

network training/learning. For proper training of MLP-

ANN, training requires a set of examples of network 

behavior i.e., the network input and the target outputs. 

Therefore, the values of signal power measured at 

different points of the considered micro-cell environment 

over a distance of 800 m were employed. During the 

training process, MLP-ANN crams the relationship 

between the location of measurement points, i.e., the 

measured data, the link between the input vector, and the 

target vector for the given environment. The number of 

layers for the proposed MLP-ANN model is 

experimentally determined.  

The early stopping method and Bayesian 

Regularization were applied during network training to 

improve network generalization [32]. Bayesian 

Regularization algorithm is applied in weight update 

during network training in agreement with Levenberg 

Marquardt (LM) algorithm and has demonstrated near 

better training by linear permutation of squared error and 

weight variables [33]-[37]. The algorithm uses back-

propagation and modifies all variables in accordance with 

the function approximation method. 

There is a need for appropriate training set selection 

from the real propagation path from which the MLP-

ANN will learn to calculate received power, which is the 

most crucial factor in the training phase [38]. For training 

optimization, the training set involves measurement data 

from different routes with different propagation 

characteristics such as reflection, diffraction, reflection, 

direct rays, etc. The selected routes also include received 

positions that show various ranges of the input parameter. 

Hence the network can learn to behave in different 

situations and thus make an appropriate generalization on 

application to new cases. 

The first important step in the training process is 

appropriate measurement points characterization in the 

training route according to their type of dominant path. 

The choice of training routes was a planned process, and 

a balanced number of measured data points representing 

different propagation conditions were supplied. Two 

thousand and Ten measurement data were recorded, each 

with different received signal power. The neural network 

451©2021 Journal of Communications

Journal of Communications Vol. 16, No. 10, October 2021



was trained using different numbers of neurons in the 

hidden layers that vary from 4 to 112 neurons to extract 

better training points. The neuron variations are shown in 

Table I and Table II for training with one hidden layer 

and two hidden layers, respectively. More detailed 

analysis have been explained by the authors in [19], [24], 

[28], [29]. 

For training optimization, the training set involves 

measurement data from different routes with different 

propagation characteristics such as reflection, diffraction, 

reflection, direct rays, etc. Moreover, the selected routes 

also include received positions that show various ranges 

of the input parameter. Hence the network can learn to 

behave in different situations and make an appropriate 

generalization on application to new cases. 

From Table I of training of MLP-ANN using a single 

hidden layer, there were variations of the hidden layer 

neurons from 4 to 100 numbers during the neural network 

training using BR training algorithm. On application of 

40 neuron numbers in the hidden layer, the highest 

correlation coefficient is 0.99670, and a standard 

deviation of 1.28020 was recorded as the least values 

showing minimal deviation of the training dataset from 

the actual dataset, thus high prediction accuracy. This 

indicates the closeness of the prediction of the training 

dataset to the actual dataset. The training time and 

standard deviation for applying the different hidden layer 

neurons were recorded as shown in Table II. As the 

neuron numbers in the MLP-ANN hidden layer increase, 

there is a rapid decrease in the correlation coefficient and 

an increase in the standard deviation. This implies that 

for signal power loss prediction using single layer MLP-

ANN, there is difficulty predicting the losses in signal 

power as the network architecture becomes complex.  

TABLE I. ANALYSIS OF NEURON VARIATION IN MLP-ANN WITH ONE 

HIDDEN LAYER 

Neuron 

number 

Training 

time 

(s) 

Epoch 

(1000) 

Coefficient of 

Correlation 

(r) 

Standard 

Deviation 

(SD) 

4 00:00:01 89 0.80550 2.10440 

8 00:00:06 164 0.82290 1.96000 

12 00:00:14 330 0.90000 1.89000 

16 00:00:22 521 0.92430 1.86060 

20 00:00:24 664 0.92460 1.60850 

24 00:00:27 1000 0.93600 1.60010 

28 00:00:29 1000 0.93850 1.59800 

32 00:00:32 1000 0.94800 1.55060 

36 00:00:36 1000 0.96010 1.48030 

*40 00:00:57 1000 0.99670 1.28020 

44 00:00:39 1000 0.99430 1.29900 

48 00:00:39 1000 0.96220 1.36040 

52 00:00:44 1000 0.95589 1.89010 

56 00:00:46 1000 0.94300 2.23050 

60 00:00:47 1000 0.94220 2.60400 

64 00:00:49 1000 0.92800 2.86900 

68 00:01:01 1000 0.92100 2.94540 

72 00:01:04 1000 0.90100 3.20300 

76 00:01:10 1000 0.86890 3.60800 

80 00:01:11 1000 0.84000 3.90910 

84 00:01:18 1000 0.83900 3.91210 

88 00:04:24 1000 0.83440 3.93300 

92 00:06:28 1000 0.83100 3.98000 

96 00:18:28 1000 0.82000 3.96700 

100 00:19:30 1000 0.70430 4.12090 

TABLE II. ANALYSIS OF NEURON VARIATION IN MLP-ANN WITH TWO 

HIDDEN LAYERS 

Neuron 

number 
Training time 

Epoch 

(1000) 

Coefficient of 

Correlation (r) 

Standard 

Deviation 

(SD) 

[4 8] 00:00:31 1000 0.81840 1.92010 

[12 16] 00:00:38 1000 0.86600 1.97210 

[20 24] 00:56 1000 0.91420 1.97340 

[28 32] 00:01:10 1000 0.94400 1.95110 

[36 40] 00:09:10 1000 0.94820 2.74040 

[44 48] 00:10:42 1000 0.94490 2.63360 

[52 56] 00:11:11 1000 0.95180 1.91440 

[60 64] 01:10:10 1000 0.95310 1.94800 

*[68 72] 02:50:00 1000 0.98880 1.42820 

[76 80] 03:02:15 1000 0.94320 1.91900 

[84 88] 03:14:23 116 0.91600 1.96040 

[92 96] 01:20:33 112 0.91300 2.24040 

[100 104] 01:30:40 102 0.88900 2.89020 

III. RESULTS ANALYSIS AND DISCUSSIONS 

In Table II, two hidden layers were utilized for the 

MLP-ANN training while varying the hidden layer 

neurons from [4 8] to [100 104] in the first and second 

hidden layers, respectively. The neuron variation with [68 

72], i.e. 68 neurons in the first hidden layer and 72 

neurons in the second hidden layer, gives the highest 

correlation coefficient of correlation of 0.98880 and the 

least standard deviation of 1.42820. As the network gets 

more complex by increasing the number of the hidden 

layer neurons, the coefficient of correlation decreases 

rapidly while the standard deviation increases.  

Further comparison between prediction performance of 

MLP-ANN with one hidden layer and two hidden layers, 

respectively, show a better network training using one 

hidden layer as the coefficient of correlation recorded is 

0.99670 in comparison to 0.98880 with two hidden layers 

and standard deviation 1.28020 of the MLP-ANN with a 

single hidden layer in comparison 1.42820 of MLP with 

two hidden layers. The best prediction values are 

highlighted with an asterisk (*) in Table I and Table II.  
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A. Effect of the Learning Rate for Neural Network 

Optimization During Network Training 

Different learning rates were applied for neural 

network optimization during network training to examine 

the efficiency of the MLP-ANN in signal prediction. The 

impact of the learning rates during the network training 

was examined. A comparison of the results from the 

different learning rate values was made using the Mean 

Squared Error (MSE) and the regression on the data 

applied for training. The most well-trained network gave 

minimal MSE, showing its closeness to zero. The 

implication is that the desired output and the neural 

network training set output become closer. Also, the 

network regression that indicates the strength of the 

relationship between the training dataset i.e. the 

dependent variable, and series of changing variables i.e. 

the learning rates, were considered. At a regression point 

closer to +1, the training, testing, and validation 

performances were considered excellent.  

The obtained MSE and regression result from MLP-

ANN training on applying different learning rates are 

shown in Table III and Table IV, respectively. Learning 

rates from 0.003 to 0.042 (with gapping 0.03) were used 

in training the neural network using the Bayesian 

Regularization training algorithm. The training results 

show that at a learning rate of 0.003, the MSE was very 

minimal, and the training regressions, which encompass 

the training, testing, and validation of the training dataset, 

i.e. it is closest to +1 at 0.03 learning rate. These are 

highlighted with an asterisk (*) in the following tables, 

respectively.  

The results from Table III and Table IV show the 

performance results of MSE and training regression of 

the dataset neural network training on the application of 

early stopping training technique using BR training 

algorithm for single layer MLP-ANN. The results 

demonstrate that training the neural network with a small 

learning rate of 0.003 gives the least MSE and the highest 

training regression. Furthermore, the MSE increases as 

the learning rate increases to 0.042. At the same time, the 

training regression gradually decreases on the increase of 

learning rate showing a substantial deviation of the actual 

dataset from the training dataset. 

TABLE III.  TRAINING PERFORMANCE AT DIFFERENT LEARNING RATE 

USING BR ALGORITHM FOR SINGLE HIDDEN LAYER MLP-ANN 

Learning 

Rate 

Epoch 

(Iteration) 

Maximum= 

1000 

Time 

(seconds) 

Performance 

(MSE) 

Validation 

check 

*0.003 1000 00:01:11 1.610 0 

0.006 1000 00:00:47 1.920 0 

0.009 1000 00:00:39 1.940 0 

0.012 1000 00:00:32 1.960 0 

0.015 1000 00:00:41 1.965 0 

0.018 1000 00:00:41 1.970 0 

0.021 1000 00:00:46 1.977 0 

0.024 1000 00:00:46 1.990 0 

0.027 1000 00:00:47 2.020 0 

0.030 1000 00:00:47 2.025 0 

0.033 1000 00:00:51 2.145 0 

0.036 1000 00:00:53 2.175 0 

0.039 1000 00:00:53 2.200 0 

0.042 1000 00:00:56 2.240 0 

TABLE IV.   REGRESSION AT DIFFERENT LEARNING RATES USING BR 

TRAINING ALGORITHM FOR SINGLE HIDDEN LAYERS MLP-ANN 

Learning Rate Training Test Validation All 

*0.003 0.9981 0.9901 0.9985 0.9965 

0.006 0.9930 0.9921 0.9982 0.9932 

0.009 0.9926 0.9885 0.9963 0.9911 

0.012 0.9922 0.9846 0.9890 0.9886 

0.015 0.9918 0.9820 0.9886 0.9845 

0.018 0.9916 0.9816 0.9872 0.9832 

0.021 0.9890 0.9780 0.9865 0.9827 

0.024 0.9886 0.9772 0.9861 0.9824 

0.027 0.9881 0.9730 0.9842 0.9816 

0.030 0.9874 0.9721 0.9730 0.9789 

0.033 0.9866 0.9695 0.9711 0.9775 

0.036 0.9859 0.9680 0.9690 0.9760 

0.039 0.9842 0.9660 0.9685 0.9755 

0.042 0.9836 0.9658 0.9655 0.9760 

 

Thus, at the selection of a small learning rate in 

combination with early stopping training technique for 

the neural network training, there is a reduction in the 

performance of the MSE, thus reducing network over-

fitting of the neural network during training. Furthermore, 

this prevents over-drawing of the excess information 

needed from the dataset, thereby resulting in a biased 

training network. Therefore, there is a need to select the 

adequate learning rate during neural network training 

correctly.  

Table V and Table VI show values of MSE and 

training regression of the dataset neural network training 

on the application of early stopping training technique 

using BR training algorithm for two hidden layers MLP-

ANN. The results still validate 0.003 learning rate as the 

lowest MSE and the highest training regression for the 

network training. The MSE increases as the learning rate 

increases to 0.042 while the training regression gradually 

decreases on the increase of the learning rate showing a 

substantial deviation of the actual dataset from the 

training dataset. 

However, comparison of the performances of single 

layer and two layers MLP-ANN show that, for the 

prediction of signal power loss, training with a single 

hidden layer MLP-ANN gives the least MSE 

performance and the highest coefficient of regression in 

comparison to training with two hidden layers MLP-

ANN using the same learning rates. These are clearly 
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seen in Table III to Table VI, respectively. For example, 

MSE is 1.610 for single hidden layers and 1.820 for two 

hidden layers, and training regression is 0.9981 for a 

single hidden layer and 0.9881 for two hidden layers 

MLP-ANN. However, increased training time was seen 

with neural network training using the 0.003 learning rate, 

with 00:01:11 seconds used for training single layer 

MLP-ANN and 00:05:33 required to train two hidden 

layers MLP-ANN. This validates information from 

literature implying required increased convergence 

training time using a small learning rate. 

TABLE V.   TRAINING PERFORMANCE AT DIFFERENT LEARNING RATE 

USING BR ALGORITHM FOR TWO HIDDEN LAYERS MLP-ANN 

Learni

ng 

Rate 

Epoch 

(Iteration) 

Max. 1000 

Time 

(seconds) 

Performan

ce 

(MSE) 

Validation 

check 

*0.003 1000 00:05:33 1.820 0 

0.006 1000 00:04:56 2.240 0 

0.009 1000 00:03:10 2.330 0 

0.012 1000 00:01:18 2.840 0 

0.015 1000 00:01:58 2.915 0 

0.018 1000 00:02:01 2.970 0 

0.021 1000 00:02:20 2.177 0 

0.024 1000 00:02:45 2.050 0 

0.027 1000 00:03:18 2.220 0 

0.030 1000 00:03:36 2.825 0 

0.033 1000 00:03:47 2.835 0 

0.036 1000 00:03:51 2.905 0 

0.039 1000 00:03:58 2.960 0 

0.042 1000 00:04:03 2.965 0 

TABLE VI.   REGRESSION AT DIFFERENT LEARNING RATES USING BR 

TRAINING ALGORITHM FOR TWO HIDDEN LAYERS MLP-ANN 

Learning 

Rate 
Training Test Validation All 

*0.003 0.9881 0.8601 0.8585 0.8820 

0.006 0.9860 0.8590 0.8360 0.8810 

0.009 0.9760 0.8545 0.8225 0.8760 

0.012 0.8960 0.8400 0.8150 0.8500 

0.015 0.8775 0.8395 0.8146 0.8488 

0.018 0.8600 0.8255 0.8110 0.8400 

0.021 0.7980 0.7690 0.7446 0.7800 

0.024 0.7679 0.7440 0.7244 0.7780 

0.027 0.7650 0.7401 0.7180 0.7550 

0.030 0.7445 0.7345 0.7120 0.7480 

0.033 0.7225 0.7300 0.7118 0.7330 

0.036 0.7221 0.7286 0.7112 0.7300 

0.039 0.6870 0.6110 0.6550 0.6885 

0.042 0.6775 0.6080 0.6456 0.6760 

IV. CONCLUSIONS AND FUTURE ASPECTS 

This research work examines the impact of the 

architectural composition of multi-layer perceptron ANN 

in combination with the effect of the learning rate for 

effective prediction of signal power loss during neural 

network training using training data from a built-up 

terrain. A single hidden layer and two hidden layers 

multi-layer perceptron artificial neural network were 

considered. Different configurations of the neural 

network architecture ranging from 4-100 for the single 

hidden layer multi-layer perceptron network and [4 8] to 

[108 112] for the two hidden layers multi-layer 

perceptron network were explored.  

The result demonstrates improved prediction of signal 

power loss in built-up areas using a single layer MLP 

network compared to two hidden layers MLP network 

while considering the architectural composition of the 

neural network and on the application of varied learning 

rates. For optimal training, the learning rate of 0.003 was 

more adequate, however, it required more convergence 

training time.  

Further extension of this work will explore the 

performance of other architectural compositions of ANN 

in the prediction of electromagnetic signal power loss. 
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