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Abstract—In this paper, we propose an iterative transceiver 

design algorithm for opportunistic interference alignment in 

MIMO interfering multiple-access channels. The proposed 

algorithm iteratively optimizes the transmit beamforming 

vectors, the receive matrices and the user selection set, which 

digs into the multiuser diversity gain. Specifically, data 

transmission can be operated in each iteration using the updated 

transceiver and the selected user set, which means that no 

additional processing delay is introduced. Simulation results 

demonstrate the improved average rate per cell performance of 

the proposed algorithm compared to the conventional ones. 
 
Index Terms—Interference alignment, OIA, user scheduling, 

iterative 
 

I. INTRODUCTION 

In the wireless communication networks, how to share 

the limited bandwidth among multiple users is the 

primary challenge. Interference alignment (IA), as a 

promising technique to eliminate the interference and 

achieve the optimal degrees of freedom (DoF), also 

known as multiplexing gain, has shown the bandwidth 

available to each user can be significantly improved. 

 Different interference alignment algorithms are 

studied for various scenarios. For the K  user interfering 

channel, it is proved in [1] that each user can get half of 

the interference free channel capacity, even though the 

number of users, K , can be arbitrarily large. For the 

multiple-input multiple-output (MIMO) X network [2], 

the DoF outer bound is derived, where every transmitter 

has an independent message for every receiver. In [3], 

subspace interference alignment is proposed for cellular 

networks. However, the optimal DoF gain is usually 

achieved with global channel state information (CSI), 

which is not practical. Thus limited-feedback interference 

alignment algorithms like [4] and blind interference 

alignment algorithms like [5] have been proposed. 

Nevertheless, these algorithms either need the feedback 

bits to scale fast or require many time, frequency, or 

space domain extensions. 
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In [6]-[8], opportunistic interference alignment (OIA) 

is proposed for MIMO interfering multiple-access 

channels (IMAC). Different from the above interference 

alignment methods, OIA takes advantage of the multiuser 

diversity (MUD). Only partial CSI is needed, and there is 

no requirement for time, frequency, or space domain 

extensions. Each user obtains its beamforming vector by 

minimizing the leakage of interference (LIF), and the 

optimal DoF can be achieved through user selection only 

if the user number scales fast enough. Similar OIA 

schemes have been proposed in [9] and [10] for the 

downlink transmission. Although OIA is DoF optimal as 

SNR (signal to noise ratio) approaches infinity, it is not 

optimal in the sense of sum rate, especially at 

intermediate SNR values. In [11], the sum rate is 

enhanced by considering the efficient signal link based on 

the signal to leakage and noise ratio (SLNR). In [12], an 

energy efficient algorithm with power constraints at the 

transmitter is proposed. Instead of optimizing each cell's 

achievable DoF, [13] gives priority to increasing the 

possibility for perfect IA in one cell (named as active 

OIA). When the number of users does not meet the 

scaling condition, all the cells are interference-limited for 

the other schemes above. However, the average rate per 

cell (ARPC) for the active OIA scheme can still have 

linear growth with the SNR, because one cell is perfectly 

interference aligned with no interference left. Obviously, 

fairness among cells is sacrificed.  

The key idea of OIA is to get the multiuser diversity 

gain. However, the conventional OIA schemes mentioned 

above have potential shortcomings in user selection. 

Theoretically, the user selection should be optimized 

jointly with the transmit beamforming vectors and the 

receive matrices. However, user selection in all the above 

methods depends on the receive matrices, which are 

randomly generated. Although [13] attempts to optimize 

the receive matrices after user selection, the user set is 

still not changed. Hence, the selected users are actually 

those who match the given signal space, which is not 

optimal for achieving the MUD gain.  

In [14]-[15], iterative interference alignment 

algorithms are proposed for K-user interference channel, 

which achieve much gain in terms of sum rate. However, 

these iteration algorithms cannot be used for OIA in 

MIMO IMAC because no user scheduling is considered. 
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In both algorithms, the user set should be decided before 

the calculation of both the transmit beamforming vectors 

and the receive matrices. In this situation, only the 

beamforming vectors of the selected users can be updated. 

Thus even with the updated transmit beamforming 

vectors, the selected user set will not change in the 

iteration. 

In this paper, we propose an iterative transceiver 

design and user selection algorithm for OIA in MIMO 

IMAC channels. Firstly, at the transmitter side, SLNR 

maximization is adopted as the design criterion, and both 

the transmit beamforming vectors and the selected user 

set are optimized. Secondly, at the receiver side, SINR 

maximization is adopted as the performance criterion, 

and the receive matrices are optimized. The two steps are 

iteratively executed until converging or reaching the 

maximum number of iterations. Extensive simulations 

show the improved performance in terms of ARPC 

compared with the conventional schemes. 

The rest of this letter is organized as follows. In 

Section 2, the model of the K-cell uplink MIMO IMAC 

system is introduced. The proposed iterative transceiver 

design and user scheduling algorithm is developed in 

Section 3. In Section 4, numerical examples are provided 

to show the improved performance of the proposed 

algorithm over the conventional schemes. Conclusions 

are drawn in Section 5. 

II. SYSTEM MODEL 

We consider a K  cell MIMO IMAC working in TDD 

mode as shown in Fig. 1. Every cell has one base station 

(BS) equipped with M  antennas and N  users each 

equipped with L  antennas. In each cell, only S  users 

( S M ) out of the N  users are selected to transmit 

signals simultaneously. The selected user set of cell k  is 

defined as 
1{ , , }k Sk kI , where {1, , }ik N  denotes 

the thi  selected user in cell k . It is assumed that every 

selected user transmits a single spatial stream. Each BS 

only decodes the signals from the selected users in its 

own cell and treats the signals from other cells as 

interference. In Fig. 1, the interfering links and the 

effective signal links are denoted using dotted and solid 

lines, respectively.  
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Fig. 1. K  cell MIMO IMAC model. 

We use ,H
k

i j , which is an M L  Gaussian random 

matrix with i.i.d. zero mean and unit variance entries, to 

denote the fading channel matrix between the thj  user in 

the thi  cell and the BS of the thk  cell. 
,vi j

 is the 

beamforming vector with unit energy for user j in the ith 

cell. The transmit message of user j in the thi  cell is 

denoted by
,i jm . We assume that the average power of the 

transmit message at each transmitter is *

, ,( )i j i jE m m P , 

where *( )  stands for the complex conjugate. The selected 

users in different cells transmit in the same time using the 

same frequency band. Thus the received signal vector at 

the thk  BS can be written as 

, , , , , ,

1 1, 1

y H v H v n
S K S

k k

k k j k j k j i j i j i j k

j i i k j

m m
   

      (1) 

where nk
 denotes the 1M   additive noise vector, each 

element of which is an i.i.d. complex Gaussian random 

variable with zero mean and unit variance. Thus the SNR 

at each transmitter is defined identically as 

/1SNR P P  . The expression , , ,

1

H v
S

k

k j k j k j

j

m


  is the 

desired signal part from the S selected users in cell K. 

The expression , , ,

1, 1

H v
K S

k

i j i j i j

i i k j

m
  

   is the interference from 

the selected users of other cells. Using a linear receiver, 

the estimated signal vector is given by 

T H

,1 ,[ , , ]r U yk k k S k kr r       (2) 

where Uk
 is the M S  receive matrix for BS k . T( )  and 

H( )  denote matrix (vector) transpose and Hermitian 

transpose, respectively. ,1 ,[ , , ]U U Uk k k S  is full column 

rank, in other words the signal space has S  dimensions. 

Each column 
, ,k i kiIU  has unit energy and corresponds 

to the receive vector of the selected user
ik . The 

conventional OIA scheme is proposed for achieving the 

optimal DOF, but its ARPC performance can be further 

improved. 

A globally optimal algorithm should jointly optimize 

the receive matrices, the beamforming vectors and the 

selected user set together to get full MUD gain. The sum 

rate optimization problem can be formulated as 

, ,

,
, ,

1

arg max log(1 )
U v

 
k l k l k

k

K

k l

k l

SINR
 


I

I

  (3) 

where ,k lSINR  is the signal to interference plus noise 

power ratio of the thl  user in cell k , which can be written 

as Eq. (4)-(6) 
H

, , ,

, H

, , ,

U C U

U D U

k l k l k l

k l

k l k l k l

SNR
SINR     (4) 

H H

, , , , ,( )C H v v H
k k

k l k l k l k l k l     (5) 

H H

, , , , ,

1

H H

, , , ,

( )

( )

D I H v v H

          H v v H

k

K
k k

k l M i j i j i j i j

i j

k k

k l k l k l k l

SNR

SNR

 

 




I      (6) 
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where IM
 denotes the M M  identity matrix. 

,Dk l
is the 

correlation matrix of the interference and the noise. 

III. THE PROPOSED ITERATIVE TRANSCEIVER DESIGN 

SCHEDULING ALGORITHM 

In this section, we present our iterative transceiver 

design and user scheduling algorithm. The problem Eq. 

(3) is nonconvex, and the collection variables 
kI  make it 

more difficult to solve. Moreover, the receive matrices, 

beamforming vectors and the selected user set of different 

cells or users are highly coupled, which further makes the 

globally optimal solution intractable. To get a near-

optimal solution, the iteration scheme is worth 

considering. The critical question is how to decouple the 

users' beamforming vectors and the BSs' receive matrices.  

The proposed algorithm is a SLNR-SINR bi- criteria 

combined iteration algorithm. Compared with the 

algorithms in [11] and [13], the proposed algorithm has 

better performance for the joint optimization of the 

beamforming vectors, the receive matrices and the user 

selection. Compared with the iteration algorithms using 

only SINR criteria, the proposed algorithm has lower 

complexity, because each user can optimize its own 

beamforming vectors using SLNR criteria without need 

of iterations among different users. Besides, the selected 

user set can be easily updated in the iteration process.  

At the transmitter side, given the receive matrices of 

each cell, each user calculates the optimal beamforming 

vector that maximizes its SLNR. At the receiver side, 

each BS selects the users of its cell according to the 

reported SLNRs. Given the beamforming vectors of each 

user, each BS also optimizes the receive matrices by 

maximizing the SINR. Iterations are carried out until 

convergence or until the maximum number of iteration. 

The selected user set, the beamforming vectors and the 

receive matrices are all updated in each iteration. This 

way, every BS can optimize its ,Uk l  and kI  

independently. Every user can optimize its ,vk l  without 

knowing the beamforming vectors of the other users.  

In the following, we give the algorithm steps as 

follows: 

Step1. Each BS randomly generates and broadcasts the 

M S  receive matrix Uk , the columns of which are 

linearly independent unit vectors. S and M  are defined 

in Section II. Set 0 0SumRate  , which is the initialized 

sum rate of all the K cells; The broadcast of the receive 

matrix is only performed once for the initialization. Start 

iteration. 

Step2. Each user calculates the SLNR according to Eq. 

(7)-(9), and gets the optimal transmit beamforming vector 

by optimizing Eq. (10). Each user sends the computed 

SLNR to its cell’s BS.  

Details are as follows:  

The thj  user in the thi  cell can calculate its SLNR 

independently only using its own transmit beamforming 

vector ,vi j . The SLNR is written as Eq. (7)-(9),  

H

, , ,

, H

, , ,

v A v

v B v

i j i j i j

i j

i j i j i j

SNR
SLNR      (7) 

H H

, , ,( )A H U U H
i i

i j i j i i i j      (8) 

H H

, , ,

1

( )B I H U U H
K

k k

i j L i j k k i j

k k i

SNR
 

    (9) 

, where IL
 denotes the L L  identity matrix.

,H
i

i j
is the 

effective data link between the thj  user in the thi  cell 

and the thi  BS. 
, , 1 , .H
k

i j k K k i  is the leakage signal 

link between the thj  user in the thi  cell and the thk BS. 

The overall procedure of our protocol is based on the 

channel reciprocity of TDD systems. Due to the channel 

reciprocity, the receive matrices can be obtained using 

downlink pilot signaling. Because the optimal receive 

matrices in the uplink are also the optimal transmit 

matrices in the downlink, the expression H

,U H
i

i i j  can be 

fully estimated as equivalent channel H

,( )H U
i

i j i  in the 

downlink transmission.  

So according to Eq. (7)-(9) and the equivalent channel 

estimation, the optimization objective can be written as 

,

,arg max
v

 
i j

i jSLNR       (10) 

which is a generalized Rayleigh quotient maximization 

problem [16]. The maximal value is the largest 

generalized eigenvalue of 1

, ,A Bi j i j

 , and the optimal ,vi j  is 

the corresponding eigenvector. 

Step3. Each BS selects the S users who have the S  

largest SLNRs. Using Eq. (4)-(6), each BS calculates the 

SINRs for the selected users and gets the new receive 

vector , ,k i kiIU for the corresponding selected user by 

optimizing Eq. (11). 

Details are as follows: 

In Eq. (4)-(6), ,

k

k lH  is the effective data link between 

the thl  user in the thk  cell and the thk  BS. 

, ,i 1 K,k

i j i k H  is the interference link from the thj  

user in the thi  cell to the thk  BS. The beamforming 

vectors can be obtained by the BS in the same way during 

uplink transmission, that is, , ,H v
k

k l k l  is fully estimated as 

the equivalent channel. 

So according to Eq. (4)-(6) and the equivalent channel 

estimation, the optimization objective can be written as 

 
,

,arg max
U

 
k l

k lSINR       (11) 

which is also a generalized Rayleigh quotient 

maximization problem. The maximal value is the largest 

generalized eigenvalue of 1

, ,C Dk l k l

 , and the optimal ,Uk l  is 

the corresponding eigenvector. 

Step 4. Compute the new sum rate 1SumRate , 

if 1 0SumRate SumRate   , update the selected user set, 

let 0 1SumRate SumRate , and go to step (2); otherwise, 

iteration ends. 
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Details are as follows: 

Sum rate of all the cells is calculated using Eq. (12) 

, ,

1 1 1 1

log(1 )
K S K S

sum k l k l

k l k l

R R SINR
   

             (12) 

Some sort of collaboration is needed for the BSs to 

calculate the sum rate (though the overhead of 

collaboration is minimal). For example, the quantified 

rate information can be transmitted using the X2 interface 

in LTE systems. 

Remark: Precise values of the SLNR are not required 

to feed back for comparison, which leaves much space 

for feedback compression. It is noted that all 

configurations of the transceiver, such as the receive 

matrices, the beamforming vectors and the selected user 

set, should be updated in each iteration. The iterative 

algorithm is an online process, that is, all the optimal 

solutions in the current iteration can be utilized to 

configure the transceiver in the next transmission.  

In the iteration process, given the selected users and 

the beamforming vectors, the updated receive matrices 

will achieve higher SINRs, which mean better ARPC 

performance. Given the receive matrices, the updated 

selected users and beamforming vectors can ensure 

higher SLNRs, but it's not always better for ARPC 

performance because the SLNR metric is not optimal in 

terms of capacity. Nevertheless, using the SLNR metric is 

helpful to decouple the beamforming vectors of the 

different users effectively, which simplifies the iteration 

progress. Moreover, it has better performance than other 

metrics such as the LIF metric. 

The average power between every user and every base 

station is assumed to be equal. Similar with the 

conventional OIA algorithms, we assume perfect local 

CSI estimation and that the channels remain constant 

throughout the duration of the operation. Once the 

algorithm has converged, each base station would be in 

contact with only S selected users per cell. If the channel 

matrices are constant, the left N S  users will not be 

served until channels change. 

IV. NUMERICAL RESULTS 

In this section, we study the performance of the 

proposed iterative transceiver design and the user 

scheduling algorithm through numerical simulations. For 

the convenience of comparison with the conventional 

algorithms, we choose the same simulation parameters as 

those in [11] or [13] as follows: We consider a K  cell 

MIMO IMAC working in TDD mode as shown in section 

II. K  is 3 or 4 for different degrees of interference. There 

are 2M   antennas at each BS and 2L   antennas at 

each user. We set the noise power to 1, and the transmit 

SNR changes with the signal power. For the sake of 

simplicity, we choose 1S   in the simulation. ARPC is 

used as the overall performance metric, which is defined 

as ,

1 1

( / )
K S

k l

k l

R E R K
 

  , where , ,log(1 )k l k lR SINR  .  

We compare the performance of our proposed 

algorithm with the following three algorithms: 1) the 

SLNR metric based algorithm in [11] with ZF receiver 

(referred to as the SLNR-ZF algorithm); 2) the SLNR 

metric based algorithm with optimal receiver (referred to 

as the SLNR-Opt algorithm); 3) the algorithm named 

CATB-Sb-Opt Rx in [13] (referred to as the active OIA 

algorithm). All simulation results are averaged over 410  

independent channel realizations.  
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Fig. 2. ARPC vs SNR for different numbers of cells K. Number of users N=10. 

In the first simulation example of Fig. 2, we compare 

the ARPC performance versus the SNR of the four 

algorithms. Fig. 2 shows that the proposed algorithm has 

better performance than the conventional algorithms at all 

SNRs for the mild interference case with 3K  . For 

strong interference case with 4K  , the proposed 

algorithm is still better at low-to-medium SNR 

( 30 dBSNR  ), while the active OIA algorithm performs 

better at SNR higher than 30dB. This can be explained as 

follows. At 30SNR dB , the interference, instead of noise, 

is the key factor which affects the performance. The 

interference can be aligned simultaneously in the three 

cells when 3K  , and then the interference can be fully 
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eliminated. So SINR is equivalent to SNR in this 

situation, and the rate increases with SNR at high SNR 

region. However, there is no solution to align the 

interference in four cells simultaneously, which means 

that the interference cannot be fully eliminated. In this 

situation, at high SNR, the noise is negligible compared 

with the interference. Thus the ARPC performance of the 

proposed algorithm reaches a floor at high SNR. 

However, the ARPC of the active OIA algorithm can still 

have linear growth with the SNR, because one of the four 

cells is given priority to align interference perfectly. The 

average rate of this cell increases which makes the ARPC 

of the four cells increase. 
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Fig. 3. ARPC vs number of users for different SNR. Number of cells K=3. 

In the second simulation example, shown in Fig. 3, we 

estimate the ARPC performance versus the number of 

users with mild interference ( 3K  ). It is demonstrated 

that the proposed algorithm performs better than its 

counterparts under all numbers of users for both medium 

15 dBSNR   and high 40 dBSNR  , which translates to 

larger MUD gain. 

The third simulation example of Fig. 4 shows the 

convergence performance of the proposed algorithm. The 

ARPC performance for the first iteration is equivalent to 

the SLNR-Opt algorithm, which also proves the 

reliability of the simulation results. It is seen that the 

ARPC improves rapidly at the beginning, which 

demonstrates the gain from iteration. More iterations are 

needed at higher SNR, and the algorithm approximately 

approaches the final performance after seven iterations in 

most cases. 
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Fig. 4. ARPC vs number of iterations for different number of cells K. Number 

of users N=10. 

Through the simulation results above, we can conclude 

that the proposed algorithm outperforms the conventional 

algorithms in most cases. Although the active OIA 

algorithm performs better at 30 dBSNR   with 4K  , 

which means better DoF gain, the proposed algorithm is 

more practical because the SNR is usually small than 

30dB under the wireless fading channel. The signaling 

overheads of the four algorithms are almost the same 

except that the proposed algorithm and the active OIA 

algorithm need some sort of minor collaboration between 

the BSs.  

Finally, we compare the computational complexity of 

the algorithms. For the sake of notational simplicity, we 

assume the antenna number at all nodes equals to aN . In 

each of the simulated algorithms, the complexity order of 

105

Journal of Communications Vol. 10, No. 2, February 2015

©2015 Engineering and Technology Publishing



one basic calculation is 3(( ) )aO N , which mainly involves 

matrix multiplication and matrix eigen value 

decomposition. The complexity of the proposed 

algorithm is higher than the other three algorithms for the 

need of iteration. In Fig. 2 and Fig. 3, the iteration 

number is eight. But the average complexity of the 

algorithm is not like eight times high because the 

optimized beamforming vectors, receive matrices and 

user selection set in each iteration can be used for the data 

transmission in the next iteration. 

V. CONCLUSIONS 

In this paper, an iterative transceiver design and user 

scheduling algorithm is proposed, which further digs into 

the multiuser diversity. The proposed algorithm is a 

SLNR-SINR bi-criteria combined iteration algorithm, 

which jointly optimizes the transmit beamforming vectors, 

the receive matrices and the user selection set. Although 

iteration is needed between the users and the BSs, no 

extra processing delay is introduced. The optimization 

results in each iteration can be used for the transmission 

of the next iteration, which is important for practical 

applications. Simulation results show performance gains 

to the conventional algorithms. 
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