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Abstract — The development of telecommunications, especially wireless communication, requires data transmission at high speed and wide bandwidth to support 5G-6G communication services. For this reason, it is necessary to have a network with adaptive capabilities in managing and improving performance parameters independently through an intelligent radio network system or better known as Cognitive Radio Network (CRN). The use of CRN in several implementations such as Cognitive Radio Ad Hoc Network (CRAHN), Cognitive Radio Vehicular Ad Hoc Networks (CR-VANET), Intelligent CRN and even 6G-CRN has also been widely used. Another method that is also used to optimize system performance independently is through the Game Theory (GT) approach. Game theory can be implemented on CRN as well as on 5G-6G communications. The use of GT in the CRN system provides improvements in terms of increasing system performance such as reducing interference and bit error rate (BER), increasing throughput and Signal to Interference plus Noise Ratio (SINR), power efficiency, increasing utility and resource capacity and being able to achieve convergence or reach the Nash equilibrium state more rapidly. Meanwhile, the use of GT in 5G-6G communication and other technologies are related to the power control, resource allocation, spectrum sharing, channel estimation, channel selection and Quality of Service (QoS) or Quality of Experience (QoE). In general, the use of GT can help to improve the overall performance of a system.

Index Terms — 5G-6G communications, cognitive radio network, game theory, Nash equilibrium, SINR

I. INTRODUCTION

Wireless communication development requires high-speed data transmission, a large amount of bandwidth, and the ability to support services with varying levels of Quality of Service (QoS) in environments with high mobility. As it is known that the bandwidth is proportional to the data rate, where the wider the bandwidth, the higher the data rate. Due to the limited nature of bandwidth, spectral efficiency in bandwidth utilization is required. The maximum use of the frequency spectrum often affects interference between users, so we need a technology that can provide high bit rates, namely Multi Carrier Modulation (MCM). The principle of MCM is to divide the channel bandwidth into several subchannels. A form of MCM known as Orthogonal Frequency Division Multiplexing (OFDM) provides advantages such as high bandwidth spectrum efficiency, resistance to inter-symbol interference (ISI), and ease of data recovery through channel estimation methods [1].

To reduce spectrum usage density, we need a spectrum utilization technique that is not used by the Primary User (PU), but is used by the Secondary User (SU), thereby increasing the utility of the overall frequency spectrum usage. This concept is embodied in cognitive radio (CR) technology, also referred to as intelligent radio (smart radio). Additionally, cognitive radio can be integrated into an adaptive system, allowing it to be applied to a variety of operational parameters, including the frequency spectrum, transmit power, and modulation scheme [2]. Homogeneous and heterogeneous network technologies get more benefit from the use of cognitive radio networks (CRN) in the development of cellular communications.

The choice of game theory method is actually more motivated by the conflict between users who are self-organized in non-cooperative power control. Game theory is in accordance with the character of users who are distributed, self-organized and non-cooperative. Characteristics of non-cooperative game that applies strategic methods to users without having to get global information from all users, suitable if applied to femtocell networks with user characteristics as mentioned. Related to previous research that basically applied game theory also uses many players with incomplete information, this is because the players do not coordinate with each other and are not cooperative in strategy selection [3]. The implementation of the strategy method in this study was carried out at the user level and in the uplink direction. This is because strategy selection is more needed by users with mobility properties, so it is necessary to adjust parameters dynamically and independently.

In addition, because every user has the same goal, which is selfishly wanting to meet the SINR target which can result in harming other users, so a game theory method is needed for the user's independent strategy selection. Therefore, a research survey on the use of game theory approaches in CRN and 5G-6G communication systems is important and necessary to determine the effect of using the GT method on several wireless communication technologies.

This study gives a significant contribution by providing a comprehensive review of game theory applications in Cognitive Radio Networks and 5G
communication, as well as an overview of previous performance in 4G communication (long term evolution, LTE) and for future implementations specifically in 6G communication and other implementations such as Machine Learning (ML), Blockchain (BC), and TeraHertz (THz) communications.

II. GAME THEORY

A. Why Game Theory?

Some theories like Selectorate theory [4] and Deterrence theory [5] only suitable for centralized, cooperative, or extensive systems [6]. Selectorate theory is widely used in political systems, where in the selectorate there will be several groupings of users, namely resident, selectorate and winning coalition which is then led by the leader. This condition is only suitable for systems that are centralized (centered on the leader of the winning coalition) and cooperative games. Meanwhile, Deterrence theory is applied to the defense system [4]. Deterrence is known as a situation where one party tries to prevent the other party from taking an action that has not been done. Literally, deterrence is a deterrence, rejection or prevention, which in this case is a strategy to prevent war by distracting the opponent (the other party) who tries to attack. The main goal is to convince the other party that the losses incurred due to war will far exceed the expected gains. Deterrence is a form of persuasion in military strategy. The strategy is a protection strategy, not only protecting the composition contained within the geographical boundaries of a country’s sovereignty, but also preventing the opponent’s attack on the alliance. There are several characteristics of deterrence theory that make this theory unsuitable to be applied to wireless communication systems, especially in the context of data transmission, namely extensive-form games, where this method is not suitable for femtocell networks that use Non-cooperative games. Deterrence theory also cannot be justified as a rational strategy [5]. Both of these theories are not suitable for use in wireless communication systems, especially for femtocell users who are self-organized with rational strategies. This has prompted research on game theory methods in economic theory when applied to cognitive femtocell networks for users with distributed, self-organized and non-cooperative characteristics.

B. Game Theory Concept

Game theory using mathematical approach that was developed to better understand competitive situations and how rational decision makers, in this case players or users, interact to accomplish goals. Because the fundamental concept of game theory is rationality, players will make decisions based on their interests [7]. The theory of rationality is based on two components, namely a group of actions or strategies in the same environment that are accessible to the decision maker, as well as the decision maker's specification of his or her preferences. According to rational choice theory, an action chosen by a decision maker is at least as good in terms of one's own preferences as it is in terms of the others preferences [8].

Game theory is used to find the best strategy in an activity. Each player in game theory is equally eager to achieve the highest utility competitively. The purpose of using game theory is to win the competition. One of the benefits of game theory is able to evaluate the optimization algorithms and help in selecting parameters that will make the game stable. There are numerous game models in game theory, and the model chosen is determined by the nature of the problem and its characteristics [9].

A game theory model has basic components in resolving a competition. Three major components comprise the game theory model, namely: (1) players, (2) game strategy, and (3) utility function (payoff). Generally, game theory modeling is expressed as the following equation [9]:

\[ G = [P, S, U] \]  

where:

\[ P = \{P_1, P_2, \ldots, P_N\} \] is the user who makes the decisions in the game model.

\[ S = \{s_1, s_2, \ldots, s_N\} \] is each player's game strategy in the game model.

\[ U = \{u_1(s), u_2(s), \ldots, u_N(s)\} \] is the game model's utility function.

C. Nash Equilibrium

Several concepts are used in game theory to determine which strategies or actions a player should take in order to win the game. The concept of a player's best response states that his action or strategy \(a^*_i\) is the best response to the other players' strategies \(a_j\) if it maximizes his payoff or utility [9]:

\[ u_i(a^*_i, a_{-i}) \geq u_i(a'_i, a_{-i}) \forall a'_i \]  

Profile of the strategy \(a^*_i\) is a Nash equilibrium (NE) if no player can increase his payoff unilaterally. Thus, there is no incentive for any player to deviate from his strategy, assuming that the other players do not deviate, i.e., for each player [9]:

\[ i: u_i(a^*_i, a_{-i}) \geq u_i(a'_i, a_{-i}) \forall a'_i \]  

The players select equilibrium strategies in order to maximize their individual payoffs. The Nash Equilibrium is a solution concept in game theory for a game involving two or more players in which no player gains anything by unilaterally changing user’s own strategy. If each player has chosen a strategy and no player benefits from changing his strategy while the other players maintain theirs, the current set of strategy choices and associated payoffs constitutes a Nash Equilibrium. Certain games can be solved through iterated dominance, which eliminates strategy profiles in a systematic fashion. A purely rational strategy in a Non-cooperative game, the Nash equilibrium exists [9]:
\[ u_i(s^*_i, s^*_j) \geq u_i(s_i, s^*_j) \forall s_i \in S_i \] (4)

It is a pure-strategic profile that is used. If no player has an incentive to unilaterally deviate from his or her current strategy, and all other players’ strategies remain fixed, the situation is said to be in Nash equilibrium [10].

D. Prisoner’s Dilemma Strategy Concept

Prisoner's Dilemma is one of the best-known strategy games. [8]. The game stems from a story involving a suspect in a crime and what matters is when one of the suspects faces the same incentives as the other suspects. Consider the following scenario: two suspects in a serious crime are placed in different cells. However, there is insufficient evidence to convict either of the two suspects of a significant crime unless one of the suspects works as an informant against the other suspect, which is the situation in this instance under the Fink strategy. So that the behavior that occurs and the payoff that will be received can be grouped into:

- If both suspects remain Quiet, then each suspect will be found guilty of a minor offense and sentenced to one year in prison.
- If one of the two suspects Fink, then the suspect who fink is free while the other suspect gets a sentence of four years in prison.
- If both Fink, then each suspect will get a sentence of three years in prison.

From these issues, it is possible to model the situation as a strategy game with the following structure:

**Players**: The two suspects are Suspect 1 and Suspect 2

**Strategy**: Each player has 2 strategies, namely Quiet and Fink.

**Utility Function**: \( u_i(s_i, s_j) \) or utility player \( i \) (strategy player \( i \), strategy player besides player \( i \)), so for the utility function \( u_i(\text{Fink}, \text{Quiet}) \) means the utility function of player \( i \) with Fink strategy and other players with Quiet strategy.

Referring to the above conditions, the form of assessment of the utility function of player \( i \) can be determined as follows:

- \( u_i(\text{Fink}, \text{Quiet}) = 3 \rightarrow \) player \( i \) free (not imprisoned)
- \( u_i(\text{Quiet}, \text{Quiet}) = 2 \rightarrow \) Each player is jailed for 1 year
- \( u_i(\text{Fink}, \text{Fink}) = 1 \rightarrow \) Each player is jailed for 3 years
- \( u_i(\text{Quiet}, \text{Fink}) = 0 \rightarrow \) player \( i \) is jailed for 4 years

Hence the order of the utility function values of player \( i \) or \( u_i(s_i, s_j) \) is:

\[ u_i(\text{Quiet}, \text{Quiet}) > u_i(\text{Fink}, \text{Quiet}) > u_i(\text{Fink}, \text{Fink}) > u_i(\text{Quiet}, \text{Fink}) \] (5)

which means that the condition of being free (not imprisoned) has the best utility (\( u_i = 3 \)), and this is better than 1 year in prison (\( u_i = 2 \)), especially compared to 3 years in prison (\( u_i = 1 \)), while the worst condition is a sentence of 4 years in prison (\( u_i = 0 \)).

The Prisoner’s Dilemma simulates a situation that will provide utility value from a collaboration between suspects where each suspect in this case will always want to be free by choosing the strategy of Fink over Quiet. Because by choosing the Fink strategy, he can avoid the heaviest sentence, which is 4 years in prison, which means he also gets the smallest utility value (\( u_i = 0 \)), no matter what strategy other suspects choose later.

<table>
<thead>
<tr>
<th>Player</th>
<th>Suspect 1</th>
<th>Suspect 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strategy</strong></td>
<td>Quiet</td>
<td>Fink</td>
</tr>
<tr>
<td>Suspect 1</td>
<td>2, 2</td>
<td>0, 3</td>
</tr>
<tr>
<td>Suspect 1</td>
<td>3, 0</td>
<td>1, 1</td>
</tr>
</tbody>
</table>

Table I shows the possible strategy pairs and each player's utility value from the game Prisoner’s Dilemma. From Table I, it can be seen that the strategy pair (Fink, Fink) is a Nash equilibrium condition because if Suspect 1 chooses Fink, then Suspect 2 is certain to also choose the Fink strategy so that he still gets a utility value of 1 compared to choosing the Quiet strategy with the smallest utility value of 0. The Nash equilibrium condition will be achieved if the two suspects are rationally no longer willing to change their strategy, want to change strategy. Nash equilibrium conditions will not be achieved in other strategy pairs, namely strategy pairs (Fink, Quiet), (Quiet, Quiet) and (Quiet, Fink). This is because one or even both players will still want to change the strategy from Quiet to Fink in order to get a greater utility value or in other words to ease the punishment. As long as there are players who want to change their strategy, even if it is only one player, then it is certain that the Nash equilibrium condition has not been achieved.

Another example of the Prisoner's Dilemma case as introduced by Nicholas Milovsky is if there are two Suspects (Suspect 1 and Suspect 2) with two different strategies than before, namely Fink and Quiet. In this case, the behavior that occurs and the payoff that will be received can be grouped into:

- If no one Finks, then the two suspects can go free and share the booty.
- If one Finks and the other Quiet, then the Fink will be released with all the booty, and the other suspect will be imprisoned.
- If both Fink, then both can go to jail with a light sentence.

Thus the variation in Prisoner’s Dilemma strategy choices can be seen in Table II as follows:

<table>
<thead>
<tr>
<th>Player</th>
<th>Suspect 1</th>
<th>Suspect 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Strategy</strong></td>
<td>Doesn’t Confess</td>
<td>Confess</td>
</tr>
<tr>
<td>Suspect 1</td>
<td>5, 3</td>
<td>0, 5</td>
</tr>
<tr>
<td>Suspect 1</td>
<td>5, 0</td>
<td>1, 1</td>
</tr>
</tbody>
</table>

Based on Table II, the total payoff value for each action, which is seen from the position of Suspect 1, is as follows:

- If the two suspects Do Not Confess (meaning they are both free), then the outcome (3, 3)
• If Suspect 1 \textit{Confess} \textit{es} (but Suspect 2 \textit{Doesn’t Confess}), then Suspect 1 will be free and get a score of 5
• If Suspect 1 \textit{Confess} \textit{es} and then Suspect 2 also \textit{Confess}, then both are imprisoned and Suspect 1 gets a score of 1.

The safest way for Suspect 1 is when choosing \textit{Confess} because it will be assigned a value of 5 in the best-case scenario and a value of 1 in the worst-case scenario (but avoid a value of 0). However, if both of them act rationally for the common good in a compact way to choose the \textit{Do Not Confess} strategy, then both will be free with a value of 3 each or with the highest number of outcomes, namely 6 so that satisfaction on both parties, namely Suspect 1 and Suspect 2 is achieved. The choice of this strategy is then called the Nash Equilibrium (NE) condition because all players are satisfied with getting the desired payoff.

E. Types of Game Theory

Game theory is a mathematical framework comprised of models and techniques for analyzing the repetitive behavioral decisions of individuals motivated by self-interest. Game models are developed for use in a wide variety of applications. The game model also aims to find equilibrium conditions and decide when these conditions are acceptable for the application and determine the best optimization parameters for bringing the system to its ideal equilibrium state.

There are two basic types of this game, namely Cooperative and Non-cooperative game [9]:

1. Cooperative Game

When playing this game, all players have a tendency to think about the overall benefit rather than their own individual gain. Consequently, players fully cooperate with one another to achieve the greatest possible overall benefit, just as players do in a football match. In practice, a solution based on these two elements may be more difficult to implement because cooperative games require additional signaling or agreement between decision makers.

2. Non-cooperative Game

In this game, every player tends to think about his personal outcome and therefore all decisions are made competitive and selfish. As a result, this game is referred to as a competitive game as well.

The selection of the type or model of game theory depends on the nature of the problem. In addition to the cooperative and non-cooperative game models previously mentioned, some of the game models include [9]:

a. Complete and Incomplete (information) Game

In a game where all of the information is available (complete information), the player knows the other players, the action sets of the other players and all possible outcomes or utility functions of the game. Apart from that the game is a game with incomplete information.

b. Static or Strategic Game

In static game, if a player consistently picks the same strategy, which dictates his or her behavior in all game situations, this is referred to as pure strategy. When a player adopts a different approach based on established probability, this is referred to as a mixed strategy.

c. Dynamic Game

Players act sequentially in dynamic games, making decisions based on their knowledge of the activities of other players. At least one player has multiple movements, and the sequence in which they are made is critical. When a player reaches a specific level in a game, his actions are determined by his decisions and the choices of other players at the previous stage, i.e. by his position in the game. In the game, the player strategy is a set of rules that govern the activities that the player must take.

d. Repeated Game

A repeated game is a dynamic game class in which multiple players make the same decisions frequently and periodically in the same setting.

e. Potential Game

The utility function in a prospective game is a hypothetical function that indicates the change in utility produced by each player unilaterally changing the other’s strategy. Thus, a single function can be used to present the usefulness and behavior of all players. Typically, a potential game is given in its natural state. A potential game involving a selfish strategy is a specific desire because desire always reaches Nash Equilibrium, which is found in some local optima of potential functions.

f. Supermodular Game

Supermodular game characterized by characteristics that complement the strategy. In a nutshell, it means that when one player chooses a more advantageous action, the other player wishes to follow. Power control algorithms can learn a lot from this type of game because it has some interesting characteristics [11].

III. COGNITIVE RADIO NETWORK (CRN)

A. Concept of CRN

As a promising paradigm for optimizing the use of frequency resources by allowing the coexistence of licensed (primary users, PU) and unlicensed users (secondary users, SU) in the same spectrum band, the concept of cognitive radio (CR) has recently gotten a lot of attention from the scientific community [12]. Mitola [13] defined cognitive radio as a radio system that understands the context of existence in a communication environment and can set parameters optimally in carrying out the communication process. Smart radio is a simple way to describe cognitive radio.
The term CR can also refer to an intelligent communication system that can sense its surroundings and use the understanding methodology by studying the environment, and then adjust its internal state by changing its state in accordance with specific operating parameters [14]. From this definition, it can be concluded that the task of cognitive radio can be divided into three parts: (1) listening, thinking, and acting. Analysis of the radio environment (both outside and inside); (2) channel estimation (including capacity and condition estimation); (3) resource management; and a variety of other tasks (power control and spectrum allocation) [2]. Cognitive radio is a system that has several inputs, namely the results of environmental sensors, the need for quality of service (QoS) from the system itself (both from users and applications), and also predictive models or results from experiments that have been carried out. Some of these inputs are taken into consideration by the cognitive system to take an action independently and provide an output in the form of a system configuration to adapt to the existing demands. The output given by the system can be in the form of an adaptation command which will be sent to the hardware [15]. The applicable regulatory policies are also a consideration for the implementation of a smart radio system.

B. Implementation of CRN

Utilization of cognitive radio technology on cellular networks strongly encourages the advance mobile communication technology, particularly femtocell network technology. Development of cognitive femtocell network (CFN) can provide cost-effective improvement solutions in several scenarios related to spectrum scarcity [16]. In research [17] mentioned that the effect of increasing the number of users on the femtocell communication network also affects system performance. Conversely, expanding the number of users reduces the achieved SINR even though the decrease is not significant because the addition of users can be accommodated by the system, as in this case, the system is feasible and can be implemented.

In addition to CFN, other CRN implementations are on cognitive radio ad hoc networks (CRAHN). CR networks can be divided into two categories based on their network architecture: infrastructure-based CR networks and CRAHN [18]. The infrastructure-based CR network is comprised of a central network element, such as a base station in cellular networks or a wireless local area network (LAN) access point. On the other hand, the CRAHN lacks a backbone in terms of infrastructure. As a result, a CR user can communicate with other CR users via ad hoc connections over both licensed and unlicensed spectrum bands. The primary problem with CRAHN is to integrate these services into the protocol stack layers in such a way that CR users can communicate successfully in a distributed way, over a multi-hop/multi-spectrum environment, without the support of infrastructure [19]. We consider a decentralized and self-configuring CRAHN [20]. Because of their ability to rapidly configure networks without the need to use existing infrastructure and to efficiently use frequency resources while responding to changes in dynamic radio resource demand CRAHN have been used in various fields, including disaster emergency networks and military tactical communications [21]. The latest implementation of CRAHN is to use machine learning or often referred to as the intelligent CRAHN system, aimed at using spectrum more efficiently. This research provided a model for network planning, learning, and dynamic configuration based on a learning-based distributed autonomous CRAHN network system. This research also proposed machine learning based optimization techniques for spectrum sensing, cluster-based ad hoc network design, and context-aware signal classification based on the system model. The result can provide stable network services while adapting to dynamic network environment changes, the intelligent system model and learning algorithms, so it can be applied to a variety of wireless ad-hoc network applications, including emergency disaster communications and military tactical networks [22].

Another implementation of CR is the communication system of vehicular ad hoc networks (VANET) or often called CR-VANET. This implementation of CR-VANET has several problems and solutions [23] [24]. The moving vehicles in the CR-VANET network are all equipped with CR. The system becomes dynamic as a result of the channel responses changing in response to the movement of the cars. CR adoption in the vehicle network necessitates effective spectrum detection and a proper distribution of power. Different spectral detection techniques over a correlated Rayleigh fading channel have been presented in the literature in this circumstance [25], taking into account both earlier and subsequent knowledge regarding the availability of channels [26], in the scientific and medical field [27] and so forth. In particular, the CR users in the vehicles in the CR-VANET are battery powered. Maximizing energy efficiency (EE) should be given equal weight, which extends battery life and decreases the need for frequent battery replacement. In the vehicle to infrastructure (V2I) scenario [28], total energy consumption was reduced by optimizing the sensing time and transmission power allocation to the SU within the restrictions of minimal attainable throughput and interference to the PU.

In the usage of device to device (D2D) approaches in vehicle to vehicle (V2V), a novel cognitive radio-based resource allocation policy is more efficient. This allocation policy will regulate the amount of interference that occurs between cellular devices and D2D automobiles. Furthermore, the decision on the communication mechanism for the vehicles should take into consideration a viable range under a variety of V2V and e-Node B (eNB) distances. By utilizing D2D, it is feasible to both reduce latency and create a solution that is functional even when no cellular network coverage is
available. In D2D mode, vehicles in close proximity interact directly with one another, resulting in a reduction in latency and the offloading of traffic from the eNB. D2D will be a viable solution for local data sharing between automobiles in the future [29].

The CR technology allows for opportunistic spectrum utilisation in vehicle networks and communications [19]. CR-VANET is a rapidly expanding application field of CR technology [30]. CR-enabled vehicles can utilise additional spectrum in TV bands to meet application QoS requirements. However, general-purpose CR network research solutions cannot be directly applied to CR-VANET. Because the CR-spectrum VANET's management activities must take into account the specific characteristics of the vehicular environment, such as mobility and cooperation opportunities. Unlike static CR, CR-VANET allows many collaborating vehicles to communicate spectrum information to determine spectrum availability. This allows other vehicles to anticipate the road's spectrum characteristics and respond accordingly. V2V communication, entertainment and information systems, and public safety communication will all benefit from CR-VANET [31]. To avoid interference from other users or jammers, the experiments were carried out in a real-world setting, using the elaborated testbed, and the results show that the use of sensing and cognitive management mechanisms enables more efficient spectrum use while maintaining reasonable overhead values related to management procedures [32]. However, the licensed spectrum is already crowded, limiting effective vehicle communication. Thus, CR systems emerged as a solution to the spectrum scarcity issue. This research discusses the previous detection strategies and proposes an enhanced energy detection based cooperative spectrum sensing scheme for automobile VANET. The proposed system improved network performance, allowing for more efficient spectrum utilization [33].

To assure CR-VANET's applicability, a framework that solves the concerns addressed should be developed. The database addresses the issue of spectrum allocation in cognitive radio VANET by utilizing parameters such as vehicle locations, power models, and SINR. The suggested integrated paradigm is based on the make-before-break principle, which ensures that transmission quality is not compromised during a spectrum handover [34]. There is also research on cross-layer design in CR-VANET communication [35]. The CRN will also be implemented on 6G communications and is referred to as 6G CRN. Potential critical problems in 6G CR network communication as well as crucial enabling technologies that are critical to the accomplishment of 6G and beyond. The different technologies may prove beneficial for 6G CRN communications [36].

**IV. Game Theoretical Approach in CRN**

When centralized control is unavailable or a flexible self-organized approach is required, such an approach becomes indispensable [3]. Several other studies on game theoretical approach in CRN are applied to interference adjustment [37], [38], increased throughput [39], power efficiency [40]–[44], fulfillment of QoS requirements [39], [45], increased network capacity [40], [46], etc. The use of game theory as a power control technique has also been widely used in research on conventional wireless networks [47], cognitive radio networks [48], two-tier femtocell networks [49], and heterogeneous networks [50], [51].

In cognitive radio communication, several power control studies using a game theory approach discuss the pay-off or utility function in the form of SINR, QoS, link rate, throughput, and others. Power control aims not only to minimize the power consumed by the cognitive radio network but also to maximize utility. Utilities can be in the form of increasing throughput and network capacity according to power limits and total interference through the selection of strategies carried out by each user as a player who will compete with other users in controlling their power [39]. Combining power control with interference mitigation algorithms is also able to overcome QoS and energy efficiency trade-offs [3]. In addition, research on power control using game theory is also aimed at increasing the speed in achieving the convergence condition (or high convergence rate) [49], [50], [52]–[56], low complexity algorithm [45], algorithms with reduced iterations so that SU accelerates in reaching Nash Equilibrium conditions [48], [57]. For more details, the implementation of GT on CRN can be shown in Table III.

**V. Game Theoretical Approach in 5G-6G Communications**

Prior to its implementation in 5G communications, GT was widely used in 4G (LTE) communications, as demonstrated in previous studies for focusing on interference minimization [58], network selection [59], [60], quality of service (QoS) enhancement [61], resource allocation in LTE [62], and security and privacy [63].

Low-power small cells (picocells and femtocells) enhance the coverage and capacity of wireless networks when overlaid on top of macrocells in heterogeneous small cell networks by utilizing spatial spectrum reuse. The 5G networks continue to face numerous challenges and issues. Cooperative and Non-cooperative games are two types of game theory that can be modeled and analyzed in 5G wireless communications. Different game theories are applicable in interference reduction, resource allocation, spectrum access, economic analysis, and other aspects of 5G wireless networks [64].
The application of the game theory approach to 5G communication has been widely carried out. In addition, energy efficiency and spectral efficiency are challenges in a 5G network, particularly in non-orthogonal multiple access networks (NOMA). NOMA is a promising technique for increasing system efficiency in a 5G network through adaptive power control (PC). For uplink power-domain NOMA systems, an efficient PC scheme based on Evolutionary Game Theory (EGT) model has been proposed.

This PC scheme enables users to adjust their transmit power level adaptively in order to improve their payoffs or throughput, resulting in an increase in system efficiency. A successive interference cancellation (SIC) receiver is installed at the base station (BS) site to separate the user signals. In terms of energy efficiency and spectral efficiency, the simulation results show that the proposed EGT-based PC scheme outperforms traditional game theory-based PC schemes and orthogonal multiple access (OMA) [84], [85]. Study of CR-NOMA networks using a game-theoretic approach is compared to the orthogonal multiple access (OMA) method as well. The sum utilities of SU with NOMA improve by up to 37.5%. As a result, an additional 5.6% of SU can now be used in the system in energy efficient mode [86].

For cellular downlink NOMA networks, a new power allocation algorithm based on the Glicksberg game is proposed. Price-based utility functions are proposed and shown to be effective while also being restrictive. Hessian matrix is used to derive an expression for the price of electricity based on transmission capacity and number of customers served in a cell. The uniqueness of the Nash equilibrium is then demonstrated, and the optimal solution to maximize the utility function is presented. It has been shown that, in terms of sum and average data rates, the proposed power allocation mechanism outperforms existing algorithms [87]. Cooperative NOMA (C-NOMA) is an effective technique for preventing performance degradation of distant users by allocating the least amount of power possible to users with favorable channel conditions. This research proposed a fair power and channel allocation scheme for multi carrier (MC) NOMA based on the Nash bargaining solution (NBS) game solution in full-duplex, cooperative beamforming (BF). The proposed NBS scheme allocates power and channels optimally based on channel conditions while ensuring a fair rate for cooperative users. NBS is the most equitable and optimal method for increasing the total rate of C-NOMA. The results indicate that the proposed NBS power allocation scheme improves SNR by 2 dB when compared to the non-cooperative scheme and by 3 dB when compared to the multiple-input multiple-output NOMA (MIMO-NOMA). In terms of fairness, the proposed NBS scheme achieved a score of 0.8401, which is significantly higher than previous research [88].

The 5G communication technology is also determining how D2D communication network can offer significant benefits in urban metropolitan environments. D2D networks can thus provide an effective means of supplementing standard cellular communication networks, reducing the load on the standard cellular networks while maintaining or improving service quality. The purpose of this work is to discuss a user association scheme for determining the optimal association in a D2D wireless network using game theory. This is accomplished by deriving Nash Equilibrium for games involving each pair of devices using parameters such as SINR, path loss, and remaining battery power for each device as a network.

<table>
<thead>
<tr>
<th>Game modeling scheme</th>
<th>Objectives</th>
<th>Implemented Environment</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-cooperative game</td>
<td>interference minimization</td>
<td>CRN</td>
<td>[63]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>increasing throughput</td>
<td>CRN</td>
<td>[33]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>minimizing power consumption (increase power efficiency)</td>
<td>CRN, two-tier femtocell networks, MIMO-CRS</td>
<td>[66]–[70]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>ensuring the fulfillment of QoS requirements and overcome the trade-off between QoS and power efficiency</td>
<td>CRN</td>
<td>[71]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>maximizing network capacity</td>
<td>CRN, two-tier femtocell networks, single cell CDMA</td>
<td>[72]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>low complexity</td>
<td>CRN</td>
<td>[76]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>more effective against noise</td>
<td>CRN, single-cell CDMA, CRN, two-tier femtocell networks</td>
<td>[73], [77]–[80]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>pricing to increase efficiency</td>
<td>CRN</td>
<td>[76]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>fast Nash equilibrium convergence (increasing Nash equilibrium efficiency) and ensuring more users to reach target SINR</td>
<td>CRN, two-tier femtocell networks, MIMO-CRS, single cell CDMA</td>
<td>[70], [73]–[75], [78], [81], [82]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>efficient use of resources</td>
<td>MC-CDMA cognitive radio system</td>
<td>[83]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>overcoming the near-far effect</td>
<td>CRN</td>
<td>[68]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>ensuring fairness in user power control system</td>
<td>CRN</td>
<td>[69]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>ensuring the target SINR is achieved for variations in the number of users</td>
<td>CRN</td>
<td>[17]</td>
</tr>
<tr>
<td>non-cooperative game</td>
<td>ensuring target SINR is achieved for user macro and user femto</td>
<td>CRN heterogeneous network</td>
<td>[51]</td>
</tr>
</tbody>
</table>
node. Additionally, an evolutionary game theory model is developed to simulate the formation of D2D links in a network when nodes are dynamically added, with the goal of identifying the evolutionary stable strategy (ESS) [89]. A power control technique based on Nash equilibrium and game theory is utilized to reduce interference between the mobile user device and the D2D link. Via D2D, power control is treated as a non-cooperative game with the goal of achieving stable connectivity while consuming the least amount of energy possible in wireless communication. Each device is free to pick and transmit its own power in order to increase (or limit) usefulness for the user. The convergent algorithm used with the Nash Equilibrium rate is relatively quick. It ensures that user devices can meet the needed QoS by changing the residual cost coefficient and residual energy factor. The power control reduces power consumption significantly [90].

The cognitive D2D communication technology used in the 5G network can establish a direct communication link between two established communication equipment, allowing them to communicate directly, maximizing communication resources and finally meeting growing traffic demand. To increase the efficiency of D2D communication equipment's operation, a communication channel allocation method and resource optimization based on spectrum grouping and non-cooperative games is proposed. The effectiveness of communication can be increased 1.5 times above the original [91]. A load shedding coefficient, that is, the proportion of requested data that can be transferred via a D2D link, is used to send user equipment (UE) data down to another UE in a D2D link pair. Each link operates as a player in cooperative play, with the Nash bargaining solution (NBS) determining the ideal solution for the game. This research discusses a strategy for controlling various UE parameters, such as harvested energy stored in rechargeable batteries with limited capacity and the offload coefficients of D2D link pairs, in order to optimize network performance in terms of throughput and energy efficiency while maintaining network fairness. The results show that the suggested gaming scheme effectively offloads mobile data, improves energy economy, and increases throughput while retaining a high level of justice, when compared to offloading schemes based on the maximized fairness index (MFI) and no-load schemes [92].

The Internet of Things (IoT) is a critical component of 5G wireless communication's smart environment. The proposed IoT is based-on power and spectrum efficient D2D communication via the Stackelberg game. IoT devices communicate directly with one another without using the base station, and when they need to send data to another network, they use the femtocell base station. The article proposes a utility function for selecting the lead IoT device from each cluster based on the IoT device's minimal distance to the femtocell base station. As a result, the proposed network's power consumption is decreased by around 35%, while SINR and spectral efficiency are raised by approximately 6% and 4%, respectively, over the present technique [93]. Channel allocation problem for IoT uplink communications in a 5G network with the goal of enhancing the quality of experience (QoE) of smart objects (SO) has been investigated. The modified optimization problem is formulated mathematically using a game-theoretic model in which the designed potential function approximates the optimization objective. It was demonstrated that the best NE existed in the exact potential game, as a near-optimization solution to the channel allocation problem [94]. While the implementation on 6G communications, the use of GT is also mostly done for the purpose of spectrum sharing [95], network slicing [96], digital processing [97], optimizing 6G network performance [98], and resource management [99].

In addition to the use of GT in 4G, 5G and 6G communications, GT in wireless communication is also widely combined with Machine Learning (ML), Blockchain, THz communication, Big data, etc. Regarding the combination of using GT and Machine Learning, this research is also implemented with Artificial Intelligence (AI) to perform critical application tasks, low-latency, high-reliability and scalable AI along with a reliable infrastructure [100], increased desire for reliable UAVs-assisted wireless communication systems and privacy protection [101] and for spectrum sharing in CR networks [102]. While the combination of the use of GT and Blockchain in wireless communication, namely: for network slice (NS) brokering mechanism [96], for spectrum sharing enhancement in 5G-enabled IoT Dense Network which results in increasing spectrum sharing by more than 55.1% [103] and even for resources management and distribution in blockchain network [104]. Applications of GT in THz communication is used to improve communication effectiveness [105] and for energy efficiency by reducing the computational complexity [106]. Based on the 4G, 5G, and 6G comparisons in Table IV, the motivation for using GT in 5G/6G is that it can improve performance in terms of increasing energy efficiency, increasing convergence speed, channel optimization, increasing SNR, selecting the right network combination, sharing bandwidth resources, increasing throughput or capacity, and reducing complexity while maintaining conditions at the target SINR. Table VI also shows how GT is is combined with other technologies like Machine Learning, Blockchain, and THz communication.

VI. CONCLUSION

Based on the results of each paper's analysis of the application of GT to CRN, it is possible to conclude that the adoption of GT can increase the overall performance of the system under consideration.
### Table IV. Game Theoretical Approach in 4G, 5G, 6G Communication and Other Technologies

<table>
<thead>
<tr>
<th>Technology</th>
<th>Ref</th>
<th>Game Theoretical Approach</th>
<th>Game Theory Model</th>
<th>Performance Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4G</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[58]</td>
<td>Interference minimization</td>
<td>Dynamic game</td>
<td>higher cell throughputs</td>
</tr>
<tr>
<td></td>
<td>[60]</td>
<td>Network selection, resource allocation, admission control</td>
<td>Cooperative, Non-Cooperative, Auction, Bayesian, Evolutionary game</td>
<td>comprehensive classification of related game theoretic approaches</td>
</tr>
<tr>
<td></td>
<td>[59]</td>
<td>Network selection</td>
<td>Non-Cooperative and Cooperative game</td>
<td>networks security</td>
</tr>
<tr>
<td></td>
<td>[61]</td>
<td>Quality of service (QoS) enhancement</td>
<td>Non-Cooperative and Cooperative game</td>
<td>low latency</td>
</tr>
<tr>
<td></td>
<td>[63]</td>
<td>Security and privacy</td>
<td>Coalitional game</td>
<td>peer discovery, proximity services, and location privacy</td>
</tr>
<tr>
<td></td>
<td>[62]</td>
<td>Resource allocation in LTE</td>
<td>Game Theory in general</td>
<td>energy efficiency, data rate, power, number of supported user</td>
</tr>
<tr>
<td><strong>5G</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[95]</td>
<td>Spectrum sharing</td>
<td>Coalitional game</td>
<td>low cost interaction</td>
</tr>
<tr>
<td></td>
<td>[107]</td>
<td>Spectrum sharing</td>
<td>Coalitional game</td>
<td>high throughput</td>
</tr>
<tr>
<td></td>
<td>[108]</td>
<td>Resource allocation in mmWave and D2D</td>
<td>Coalitional game</td>
<td>fast convergence rate, maximize the system sum rate</td>
</tr>
<tr>
<td></td>
<td>[109]</td>
<td>Resource allocation in Hetnet</td>
<td>Stackelberg, Non-Cooperative, Coalitional, NBS, Auction game</td>
<td>efficient and flexible system</td>
</tr>
<tr>
<td></td>
<td>[110]</td>
<td>Resource allocation in D2D</td>
<td>Stackelberg game</td>
<td>minimum Interference and high throughput</td>
</tr>
<tr>
<td></td>
<td>[111]</td>
<td>Frame to model D2D underlay communication</td>
<td>Stackelberg game</td>
<td>achieve rate and achievable secrecy rate</td>
</tr>
<tr>
<td></td>
<td>[112]</td>
<td>Power control and channel allocation</td>
<td>Nash Bargaining Solution (NBS) game</td>
<td>energy efficiency (EE), high convergence rate, fairness, BER, SNR</td>
</tr>
<tr>
<td></td>
<td>[113]</td>
<td>Energy efficiency (EE) and throughput improvement</td>
<td>Nash Bargaining Solution (NBS) game</td>
<td>effective offload mobile data, energy efficiency (EE) and improved throughput</td>
</tr>
<tr>
<td></td>
<td>[114]</td>
<td>Energy efficiency (EE)</td>
<td>All Game Theory model</td>
<td>energy efficiency (EE)</td>
</tr>
<tr>
<td></td>
<td>[115]</td>
<td>Channel selection and power control</td>
<td>Non-Cooperative game</td>
<td>less energy consumption</td>
</tr>
<tr>
<td></td>
<td>[116]</td>
<td>Quality of service (QoS) enhancement</td>
<td>All Game Theory model</td>
<td>routing selection, power control, and spectrum resources allocation</td>
</tr>
<tr>
<td></td>
<td>[117]</td>
<td>Quality of service (QoS) enhancement</td>
<td>Game Theory in general</td>
<td>spectrum resources allocation</td>
</tr>
<tr>
<td></td>
<td>[118]</td>
<td>Quality of Experience (QoE)</td>
<td>Coalitional game</td>
<td>maximizing the overall average quality of the clients</td>
</tr>
<tr>
<td></td>
<td>[119]</td>
<td>Channel estimation</td>
<td>Coalitional game</td>
<td>normalized mean square error (NMSE) and bit error rate (BER)</td>
</tr>
<tr>
<td><strong>6G</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[120]</td>
<td>Replacing the classical probabilities of game theory</td>
<td>Quantum Game Theory (QGT)</td>
<td>enabling technologies for network-infrastructure, network-edge, air interface, and user-side of the proposed 6G framework</td>
</tr>
<tr>
<td></td>
<td>[95]</td>
<td>Spectrum sharing</td>
<td>Coalitional game</td>
<td>low cost interaction</td>
</tr>
<tr>
<td></td>
<td>[97]</td>
<td>Digital processing</td>
<td>Game Theory in general</td>
<td>efficient system</td>
</tr>
<tr>
<td></td>
<td>[98]</td>
<td>Optimizing network performance resource management in network virtualization</td>
<td>All Game Theory model</td>
<td>low complexity and high efficiency</td>
</tr>
<tr>
<td></td>
<td>[99]</td>
<td>Game Theory in general</td>
<td>Game Theory in general</td>
<td>overcome the ossification problem and traditional architecture limitations</td>
</tr>
<tr>
<td><strong>Machine Learning (ML)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[100]</td>
<td>GT, ML and AI-based self-sustaining network (SSN)</td>
<td>Game Theory in general</td>
<td>low latency, high-reliability and scalable AI</td>
</tr>
<tr>
<td></td>
<td>[101]</td>
<td>GT and ML in UAVs-assisted wireless communication</td>
<td>Game Theory in general</td>
<td>reliable wireless communications and privacy protection</td>
</tr>
<tr>
<td></td>
<td>[102]</td>
<td>GT and ML for spectrum sharing in CR networks</td>
<td>Static and Dynamic game</td>
<td>a self-organizing inventive scheme for spectrum sensing</td>
</tr>
<tr>
<td><strong>THz Communications</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[105]</td>
<td>GT and THz for effectiveness</td>
<td>Fractional Evolutionary game</td>
<td>memory effect of the users can achieve a higher utility</td>
</tr>
<tr>
<td></td>
<td>[106]</td>
<td>GT and THz for energy efficiency (EE)</td>
<td>Mean-Field Game (MFG) theory</td>
<td>reducing the computational complexity and EE</td>
</tr>
<tr>
<td><strong>Block Chain (BC)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[96]</td>
<td>GT and BC for Network Slice (NS) brokering mechanism</td>
<td>Stackelberg game</td>
<td>end to end (E2E) creation and selection latency</td>
</tr>
<tr>
<td></td>
<td>[103]</td>
<td>GT and BC for Spectrum Sharing in 5G-IoT Dense Network</td>
<td>Game Theory in general</td>
<td>increasing spectrum sharing</td>
</tr>
<tr>
<td></td>
<td>[104]</td>
<td>GT and BC for resources management and distribution</td>
<td>Game Theory in general</td>
<td>balancing resources management and distribution</td>
</tr>
<tr>
<td></td>
<td>[121]</td>
<td>GT and BC for security, mining management and blockchain applications</td>
<td>Game Theory in general</td>
<td>efficient system</td>
</tr>
</tbody>
</table>
Improved system performance can be achieved by reducing interference, boosting power efficiency, increasing throughput and utility, achieve rapid Nash equilibrium convergence, provide fairness in the power control system, and ensuring that the SINR target can be fulfilled by all users, are all important goals of implemented GT. Meanwhile, the use of GT in 5G-6G communication and other technologies are related to the power control, resource allocation, spectrum sharing, channel estimation, channel selection and quality of service (QoS) or quality of experience (QoE). In general, the use of GT can help to improve the overall performance of a system.
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