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Abstract—Non Orthogonal Multiple Access (NOMA) 

technique in Visible Light Communications (VLC) enhances 

the performances like spectral efficiency, achievable data rate, 

fairness, outage probability, etc. NOMA uses superposition in 

power domain at the transmitter and Successive Interference 

Cancellation (SIC) at the receiver. SIC operation is expected to 

perform perfect cancellation to avoid errors in the received 

signal. In this paper, Neural Network (NN) methods are used to 

overcome imperfect SIC in a NOMA VLC system. The Signal 

to Noise Ratio (SNR), Bit Error Rate (BER), and bitrate 

performance of the NOMA VLC systems are analyzed using 

Convolution Neural Network (CNN), long short term memory 

(LSTM), and Deep Neural Network (DNN) algorithms. 

Simulation results shows that the NN methods outperforms the 

conventional NOMA VLC system to a perfect SIC. Considering 

SNR for the BER 10−4, CNN outperforms SIC by 5 dB, DNN 

by 2 dB and LSTM by 1.5 dB. Further, CNN also outperforms 

SIC, DNN, and LSTM based NOMA VLC systems for BER 

performance as a function of bitrate. Thus, NN-based receiver 

will be a better alternative for imperfect SIC. 

Index Terms—NOMA, Convolution Neural Network (CNN), 

Long Short Term Memory (LSTM), and Deep Neural Network 

(DNN), Successive Interference Cancellation (SIC) 

I. INTRODUCTION 

Recently, visible light communication (VLC) has 

shown high potential and received high attention from 

research community for short communication in 5G and 

beyond [1].  Many techniques that are used widely in 

radio frequency (RF) systems are being 

implemented/tested in VLC but still VLC faces challenges 

while dealing with multiple access (MA). 

Multiple access technique is must to support multi user 

in VLC. The orthogonality property of MA including code 

division multiple access (CDMA), time division multiple 

access (TDMA), and orthogonal frequency division 

multiple access (OFDMA) was implemented in VLC to 

overcome users interference [2], [3]. As a result, lower 

interference is achieved at the cost of achievable data rate 

with spectral efficiency and fairness. Non-orthogonal 

Multiple Access (NOMA) is proposed in VLC to 

synchronize fairness, spectral efficiency, and throughput 

[4], [5]. 

In NOMA, user has orthogonal access either in time, 

frequency, code or space and same band is used by each 

user to operate at the same time in power domain [6]. 

NOMA applies superposition coding at the transmitter to 

transmit the signal and Successive Interference 

Cancellation (SIC) at the receiver to decode the signal. 

Unlike RF, in VLC superposition coding uses channel 

knowledge for each user to split the power between them. 

Different Power Allocation (PA) techniques have been 

proposed for NOMA-VLC [7]-[10]. The gain ratio power 

technique is proposed in [7] where users channel 

conditions ensure fair PA. In [8], PA is based on user 

grouping technique. In [9], PA is proposed to optimize 

sum rate and fairness while PA for mobile users are 

considered in [10]. 

In NOMA based VLC systems, SIC receiver 

performance depends on perfect cancellation for decoding 

the users signal but achieving a perfect cancellation is 

very challenging because any mismatch will lead to error 

in decoding [11]. In addition, VLC also suffers nonlinear 

distortion at the transmitter, channel, and photo diodes at 

the receiver, due to the nonlinearity characteristics of 

LEDs [12]. The nonlinearity affects the system 

performance especially Bit Error Rate (BER). The 

nonlinearity mitigation techniques have been investigated 

to overcome few simple effects but complexity at the 

hardware was not addressed.  

Recently, Neural Network (NN) has been identified as 

an efficient tool for end to end communication [13] 

especially when input output relationship of a system is 

nonlinear. In [14], NN is used to train and predict the 

nonlinearity of VLC. The channel estimation is also 

monitored using NN algorithms [15], [16]. 

This paper presents a NOMA VLC system which has 

been analyzed using conventional method and NN based 

algorithms. The proposed contributions are as follows: 

 NOMA based VLC system is analyzed to evaluate 

performance parameters such as achievable data 
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rate, outage probability, signal to noise ratio 

(SNR), BER, and fairness. 

 Additionally, fair PA (FPA) and modified fair PA 

(MFPA) techniques for dynamic power allocation 

(DPA) are proposed based on required sum rate. 

The performance is compared with static PA 

(SPA) technique. 

 Further, the NOMA VLC system is analyzed using 

NN algorithms, Convolution Neural Network 

(CNN), Long Short Term Memory (LSTM), and 

Deep Neural Network (DNN) are considered to 

analyze the SNR, BER, and bitrate performance of 

the NOMA VLC system. Simulation results shows 

that the implementation of NN methods 

outperform the conventional SIC based NOMA 

VLC system. SIC operations should perform 

perfect cancellation to avoid errors in received 

signal to resolve the issue of imperfect SIC, NN- 

based receiver can be used. 

The rest of the paper is organized as follows. Section II 

discusses a NOMA VLC system model. The proposed 

scenario for this work is described in Section III. Section 

IV explains and analyzes NN algorithm. The results are 

discussed in Section V and finally, conclusion is made in 

Section VI. 

II. A NOMA VLC SYSTEM MODEL 

The conventional NOMA VLC system is shown in Fig. 

1(a)-(c). Consider multi user VLC system in an indoor 

room with total number of users U. The user’s serial bit 

stream is converted into parallel. The 4-quadrature 

amplitude modulation (QAM) mapping is performed on 

these parallel data and symbols are mapped to N 

subcarriers. Then, real time domain signals are obtained 

by applying 𝑁/2  subcarriers and inverse fast Fourier 

transform (IFFT). The (𝑁 2⁄ − 1) subcarriers are used to 

communicate unique information and the subcarriers 𝑆(0) 
and 𝑆(𝑁/2)  are set to zero which does not carry any 

information. The N-IFFT frame structure S is represented 

as: 

𝑆 = {0, 𝑆(1), 𝑆(2), . , 𝑆 (
𝑁

2
− 1) , 0, 𝑆∗ (

𝑁

2
− 1) , . , 𝑆∗(2), 𝑆∗(1)}𝑇  

(1) 

The output of N-IFFT and power allocation in time 

domain is represented by 𝑠𝑖 and 𝑝𝑖 respectively for user 𝑖 
(  𝑖 = 1, 2, . . , 𝑈) . According to the NOMA principle, 

power 𝑝𝑖 is allocated to messages 𝑠𝑖 corresponding to all 

users and superposition is performed in the power domain. 

The superposed signal is DC biased to obtain non-

negative before transmitting through the LEDs. 

 
Fig. 1(a). NOMA VLC transmitter 

 
Fig. 1(b). Optoelectronic scenario 

 
Fig. 1(c). NOMA-VLC receiver  

The signal transmitted through LEDs is given as: 

 𝑥 = ∑ 𝐶𝑖√𝑃𝑇𝐸𝑆𝑖 + 𝐼𝐷𝐶
𝑈
𝑖=1                        (2) 

𝑃𝑇𝐸: Total electrical power, 

𝐶𝑖 : PA coefficient for 𝑖𝑡ℎ user, 

𝑆𝑖 : Modulated message signal intended for the 𝑖𝑡ℎ user; 
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𝐼𝐷𝐶: DC bias added to ensure the positive instantaneous 

intensity 

𝐶𝑖 is greater for the user having poor channel gain or 

located far from the emitters. Consider user U is farthest 

and user 1 is nearest. 

𝐶1 ≤ 𝐶2 ≤ 𝐶3……𝐶𝑘 … ≤ 𝐶𝑈                  (3) 

Also,                        ∑ 𝐶𝑖
2𝑈

𝑖=1 = 1                        (4) 

The PA factor (𝜆) is given as: 

𝜆 =
𝐶𝑖
2

𝐶𝑖−1
2 , 𝑖 = 2,… . . , 𝑘, … . , 𝑈             (5) 

The signal 𝑥 is transmitted through LED emitters and 

received by the user’s device equipped with photodiodes 

(PDs). The reflections from ceiling, floor, and walls are 

not quantitatively strong, hence only line of sight (LoS) 

path is considered. The DC channel gain [17] using LoS 

for 𝑘𝑡ℎ user is given as: 

ℎ𝑘 = {
(𝑚+1)𝑟𝐴

2𝜋𝑑𝑘
2 𝑐𝑜𝑠𝑚(∅𝑘)𝑐𝑜𝑠(𝜓𝑘)𝛼𝛽, 0 ≤ 𝜓𝑘 ≤ FOV    (6) 

The parameters detail as given below: 

𝑚 = − ln(2) /ln(cos (Φ1/2) : Order of Lambertian 

radiation pattern of LED. 

Φ1/2: Semi angle of LED at half power.  

A and r: PD’s active area and responsivity.  

𝜓𝐾: Angle of incidence for 𝑘𝑡ℎ user. 

∅𝐾: Angle of irradiance for 𝑘𝑡ℎ user. 

𝑑𝐾: Distance between LED emitter and 𝑘𝑡ℎ user. 

𝛼 &  𝛽 : gain of optical filter and concentrator at the 

receiver respectively. 

FOV: field of view (FOV) of PD. 

From (3) and without loss of generality, channel gains 

are arranged for the users as: 

ℎ1 ≥ ℎ2 ≥ ℎ3…… ≥ ℎ𝑘 … ≥ ℎ𝑈            (7)                                 

The channel gain is zero if incident light is out of FOV 

range. 

The unipolar signal is transmitted by LEDs and 

received by PDs of the user device at the receiver. The 

received signal at 𝑘𝑡ℎ user after DC removal is given by: 

𝑦𝑘 = √𝑃𝑇𝐸ℎ𝑘 (∑ 𝐶𝑗𝑆𝑗
𝑘−1
𝑗=1⏟      + 𝐶𝑘𝑆𝑘⏟ +∑ 𝐶𝑗𝑆𝑗

𝑈
𝑗=𝑘+1⏟       ) +𝑊𝑘   

(8) 

                        SIC       Signal      Interference 

𝑊𝑘: Additive white Gaussian noise (AWGN) 

The received signal is converted into digital before 

passing through zero forcing (ZF) detector. ZF is used 

with channel inversion because of low complexity. By 

using this, 𝑘𝑡ℎ user estimated signal is given as: 

𝑥�̂� = 𝑥 +
1

𝑟𝑃𝑜
ℎ𝐾

−1𝑊𝐾                   (9) 

where, 𝑃𝑜 is the optical power of LED.  

Next, SIC is performed as per NOMA principle to 

decode 𝑠𝐾. 𝑠�̂� is the estimated value of 𝑠𝐾 as indicated in 

Fig. 1(c). SIC is an iterative process to decode the data in 

the decreasing order of power levels. The data of user who 

has assigned highest power or farthest from emitter is 

decoded first. Then, the data of the user who has given the 

next highest power is decoded. According to (3) & (7), 

first 𝑠𝑈 is decoded. While decoding the data of one user, 

the other signals will be recognized as a noise. To decode 

the next user’s data,  𝑠𝑈 is subtracted from the received 

signal considering, signals with higher channel gains as a 

noise and this process repeats till decoding is done for all 

user's data. Equation (8) shows the required signal for 

𝑘𝑡ℎuser with interference and SIC. 

The achievable data rate for 𝑘𝑡ℎ user as per Shannon’s 

theorem is given as: 

𝑅𝑘

=

{
 
 
 
 

 
 
 
 𝐵

2
𝑙𝑜𝑔2(1 +

(ℎ𝑘𝐶𝑘)
2

∑ (ℎ𝑘𝐶𝑖)
2 𝑘−1

𝑖=1 + ∑ (ℎ𝑘𝐶𝑗)
2𝑈

𝑗=𝑘+1 +
1
𝜌

) 

𝑓𝑜𝑟 𝑘 = 1,2, …𝑈 − 1

𝐵

2
𝑙𝑜𝑔2(1 +

(ℎ𝑘𝐶𝑘)
2

∑ (ℎ𝑘𝐶𝑖)
2 𝑘−1

𝑖=1 +
1
𝜌

)       𝑓𝑜𝑟 𝑘 = 𝑈

    

(10) 

where, 𝜌 = 𝑃𝑇𝐸 𝑁𝑜𝐵⁄ , 𝑁𝑜  is noise spectral density, B is 

Bandwidth, and 1/2 is constraint of Hermitian symmetry. 

The sum capacity (𝑅𝑇) and fairness index (𝐹) is given as: 

𝑅𝑇 = ∑ 𝑅𝑘
𝑈
𝑘=1                                       (11) 

𝐹 =
(∑𝑅𝑘)

2

𝑈∑𝑅𝑘
2                                           (12) 

here 𝐹  represent the fairness of the system capacity 

among the users.  

The PA is one of the key features in NOMA. The 

objective of the PA is to maximize the 𝑅𝑇  under a 

constraint of 𝐹  for NOMA systems. The optimization 

problem is then formulated as: 

Maximize 𝑅𝑘 and 𝜆 

Subject to: 

∑ 𝑃𝑘 ≤ 𝑃𝑇𝐸 ,    
𝑈
𝑘=1 𝑃𝑘 ≥ 0, ∀𝑘,    𝐹 = 𝐹′         (13) 

𝐹′: The target fairness index. 

III. PROPOSED SCENARIO 

Consider a room  6𝑚 × 6𝑚 × 3𝑚 as shown in Fig. 2 in 

which one LED emitter is placed on the ceiling to provide 

the service for two users. It is further assumed that user 2 

is far and user 1 is near. 

Signals transmitted through LED using NOMA is given 

as: 

𝑥 = √𝑃𝑇𝐸(𝐶1𝑛𝑆1 + 𝐶2𝑓𝑆2) + 𝐼𝐷𝐶            (14) 

𝐶2𝑓 = PA coefficient for far user 
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𝐶1𝑛 = PA coefficient for near user 

At the receiver, 𝑦1 and 𝑦2 is received signal at user-1 

and user-2 respectively represented as:  

𝑦1 = ℎ1𝑛𝑥 +𝑊1                                (15) 

 𝑦2 = ℎ2𝑓𝑥 +𝑊2                                (16) 

ℎ2𝑓 = channel coefficient for far user 

ℎ1𝑛 = channel coefficient for near user 

After DC removal, 𝑦1 and 𝑦2 can be expressed as: 

𝑦1 = ℎ1𝑛√𝑃𝑇𝐸𝐶1𝑛𝑆1⏟        + ℎ1𝑛√𝑃𝑇𝐸𝐶2𝑓𝑆2⏟        +𝑊1⏟         (17) 

                          desired signal    interference     noise 

𝑦2 = ℎ2𝑓√𝑃𝑇𝐸𝐶1𝑛𝑆1⏟        + ℎ2𝑓√𝑃𝑇𝐸𝐶2𝑓𝑆2⏟        +𝑊2⏟         (18) 

                           interference    desired signal    noise  

 
Fig. 2. Room layout 

Considering perfect and imperfect cancellation under 

SIC, User-2 (far user) data is decoded first and user-1 

(near user) performs SIC before decoding his own signal. 

By assuming perfect cancellation with user-1 data, the 𝑦1 

after SIC will be represented as: 

𝑦1 = ℎ1𝑛√𝑃𝑇𝐸𝐶1𝑛𝑆1 + ℎ1𝑛√𝑃𝑇𝐸𝐶2𝑓𝑆2 +𝑊1

− ℎ1𝑛√𝑃𝑇𝐸𝐶2𝑓𝑆2 

𝑦1 = ℎ1𝑛√𝑃𝑇𝐸𝐶1𝑛𝑆1 +𝑊1                (19) 

Considering imperfect cancellation which means that 

some fraction of 𝑆2 is present in 𝑦1after SIC in the user-1 

data then, 𝑦1 after SIC will be represented as: 

𝑦1 = ℎ1𝑛√𝑃𝑇𝐸𝐶1𝑛𝑆1 + √∈ ℎ1𝑛√𝑃𝑇𝐸𝐶2𝑓𝑆2 +𝑊1   (20) 

where ∈ is the fraction of 𝑆2. 

The achievable data rate for perfect SIC is calculated 

as: 

𝑅2𝑓 =
𝐵

2
𝑙𝑜𝑔2 (1 +

(ℎ2𝑓𝐶2𝑓)
2
𝑃𝑇𝐸

(ℎ2𝑓𝐶1𝑛)
2
𝑃𝑇𝐸+𝜎

2
)        (21) 

𝑅1𝑛 =
𝐵

2
𝑙𝑜𝑔2 (1 +

(ℎ1𝑛𝐶1𝑛)
2𝑃𝑇𝐸

𝜎2
)         (22) 

For imperfect SIC,  

𝑅1𝑛 =
𝐵

2
𝑙𝑜𝑔2 (1 +

(ℎ1𝑛𝐶1𝑛)
2𝑃𝑇𝐸

∈(ℎ1𝑛𝐶2𝑓)
2
𝑃𝑇𝐸+𝜎

2
)        (23) 

𝑅1𝑛 is obtained after removing the interference from far 

user transmission by SIC. Noise power is given as 𝜎2 =
𝑁𝑜𝐵. 

(𝐶2𝑓)
2
+ (𝐶1𝑛)

2 = 1,   𝐶2𝑓 > 𝐶1𝑛         (24)   

Outage probability: 

The signal to interference noise ratio (SINR) for the far 

user is:  

𝛾2𝑓 =
(ℎ2𝑓𝐶2𝑓)

2
𝑃𝑇𝐸

(ℎ2𝑓𝐶1𝑛)
2
𝑃𝑇𝐸+𝜎

2
                        (25) 

The SINR at the user 1 for decoding the user 2 signal 

(before SIC) is  

𝛾2𝑓→1𝑛 =
(ℎ1𝑛𝐶2𝑓)

2
𝑃𝑇𝐸

(ℎ1𝑛𝐶1𝑛)
2𝑃𝑇𝐸+𝜎

2                     (26) 

The SINR for the near user is:  

𝛾1𝑛 =
(ℎ1𝑛𝐶1𝑛)

2𝑃𝑇𝐸

𝜎2
                        (27) 

User-1 is not in outage, if it decodes both signals 𝑆1 and 

𝑆2  received from 𝑥 . The outage probability at user-1 is 

given as: 

𝑂𝑢𝑡𝑎𝑔𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦1𝑛 = 1 − 𝑃𝑟𝑜𝑏(𝛾2𝑓→1𝑛 > 𝛾2, 𝛾1𝑛 > 𝛾1)  

(28) 

where 𝛾2 = 2
2𝑅2

𝐵⁄ − 1  and  𝛾1 = 2
2𝑅1

𝐵⁄ − 1 ;  𝑅1  and 

𝑅2 are the desired data rate for user-1 and user-2 

respectively.  

User-2 is in outage, if SIC cannot decode the 𝑆2 

received from 𝑥 or user-2 cannot decode 𝑆2 forwarded by 

SIC. 

The outage probability at user-2 is given as: 

𝑂𝑢𝑡𝑎𝑔𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦2𝑓 = 1 − 𝑃𝑟𝑜𝑏(𝛾𝑆2 > 𝛾2, 𝛾2𝑓 > 𝛾2) 

(29) 

where, 𝛾𝑆2  is the SINR to decode 𝑆2. 

IV. DYNAMIC POWER ALLOCATION (DPA) 

DPA can be achieved by maximizing the sum rate, 

energy efficiency, etc. In proposed system for DPA, the 

first priority is given to farthest user i.e. target is decided 

as far user and to achieve this, the desired PA coefficient is 

calculated. After deciding the PA coefficient for far user, 

PA coefficient for near user is calculated based on power 

availability. 

Assuming the rate required for far user is R*, the PA 

coefficients are calculated as:  

From (21),         𝑅2𝑓 =
𝐵

2
𝑙𝑜𝑔2 (1 + 𝛾2𝑓) = 𝑅

∗ 

𝛾2𝑓 = 4
𝑅∗ 𝐵⁄ − 1                                 (30) 

From (25) 
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𝛾2𝑓[(ℎ2𝑓𝐶1𝑛)
2
𝑃𝑇𝐸 + 𝜎

2] = (ℎ2𝑓𝐶2𝑓)
2
𝑃𝑇𝐸            (31) 

(𝐶2𝑓)
2
=

𝛾2𝑓(ℎ2𝑓)
2
𝑃𝑇𝐸+𝛾2𝑓𝜎

2

[(ℎ2𝑓)
2
𝑃𝑇𝐸+𝛾2𝑓(ℎ2𝑓)

2
𝑃𝑇𝐸]

                (32) 

From (24): 

(𝐶1𝑛)
2 = 1 −

𝛾2𝑓(ℎ2𝑓)
2
𝑃𝑇𝐸 + 𝛾2𝑓𝜎

2

[(ℎ2𝑓)
2
𝑃𝑇𝐸 + 𝛾2𝑓(ℎ2𝑓)

2
𝑃𝑇𝐸]

 

(𝐶1𝑛)
2 =

(ℎ2𝑓)
2
𝑃𝑇𝐸−𝛾2𝑓𝜎

2

[(ℎ2𝑓)
2
𝑃𝑇𝐸+𝛾2𝑓(ℎ2𝑓)

2
𝑃𝑇𝐸]

            (33) 

V. POWER ALLOCATION ALGORITHM 

The performance between static PA (SPA) and DPA is 

compared using the following two algorithms; fair power 

allocation (FPA) and modified fair power allocation 

(MFPA) algorithm. 𝐶1𝑛 and 𝐶2𝑓 are adjusted dynamically 

based on target rate to get the outage probability. In FPA, 

(𝐶2𝑓)
2
is set in such a way that it should not exceed one. 

This increases outage probability with increase in target 

rate requirement which is expected because probability of 

achieving the target rate for far user becomes lower if 

target rate becomes higher. In addition to this, the 

performance of outage probability is not very satisfactory 

for near user after certain range of target rate. To improve 

the near user’s outage, MFPA is used where (𝐶2𝑓)
2
is set 

to zero if 𝛾2𝑓 > 1. The results using both DPA techniques 

are discussed in Section V.   

Fair Power allocation Algorithm  

1. Set the required sum rate for the far user. i.e. let’s 

set  𝑅2𝑓 = 𝑅
∗ 

2. Calculate the value of power allocation 

coefficients; 𝐶2𝑓 & 𝐶1𝑛 such that 𝑅2𝑓 ≥ 𝑅
∗ 

3. Decide the 

(𝐶2𝑓)
2
= 𝑚𝑖𝑛 {1,

𝛾2𝑓(ℎ2𝑓)
2
𝑃𝑇𝐸 + 𝛾2𝑓𝜎

2

[(ℎ2𝑓)
2
𝑃𝑇𝐸 + 𝛾2𝑓(ℎ2𝑓)

2
𝑃𝑇𝐸]

  } 

4. Calculate (𝐶1𝑛)
2 = 1 − (𝐶2𝑓)

2
. 

Modified Fair Power allocation Algorithm 

1. Set the required sum rate for the far user. i.e. let’s 

set  𝑅2𝑓 = 𝑅
∗ 

2. Calculate the value of power allocation 

coefficients; 𝐶2𝑓 & 𝐶1𝑛 such that 𝑅2𝑓 ≥ 𝑅
∗ 

3. Decide the (𝐶2𝑓)
2
= 0;   𝑖𝑓 𝛾2𝑓 > 1 

4. Calculate (𝐶1𝑛)
2 = 1 − (𝐶2𝑓)

2
. 

VI. NEURAL NETWORK BASED DETECTION 

The NN - based NOMA VLC is shown in Fig. 3. The 

data transmission process remains same as discussed for a 

conventional NOMA VLC system in Fig. 1(a)-(b). The 

superposed signal received at PDs are applied after DFT 

operation to decode NOMA signals using the NN-

algorithms: CNN, LSTM and DNN. 

 
Fig. 3. NN - Based NOMA-VLC receiver 

 

Fig. 4. General Structure of DNN 
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A. DNN 

The general form of DNN structure is shown in Fig. 4. 

The structure consists of input layer, two hidden layers, 

one output layer and one hard decision layer. The input 

layer has 𝑁 neurons based on the received signal at PDs 

and after DFT. The input signal to DNN is denoted as 𝑦𝐷. 

Two hidden layers with 𝐿1  and 𝐿2  are used which are 

connected to extract the features. Rectified linear unit 

(ReLU) is used as an activation function to train and to 

achieve better performance in NNs.  Here, 𝑏  and 𝑊 

represents the bias and weight of the hidden layers. The 

output of the hidden layers 1 and 2 are denoted as 𝑍𝐿1
1  and 

𝑍𝐿2
2  which can be represented as: 

𝑍𝐿1
1 = 𝑓𝑅𝑒𝐿𝑈(𝑊1 𝑦𝐷 + 𝑏1)              (34) 

𝑍𝐿2
2 = 𝑓𝑅𝑒𝐿𝑈(𝑊2𝑍𝐿1

1 + 𝑏2)              (35) 

where 𝑊1 ∈ ℝ
𝐿1×𝑁  & 𝑏1 ∈ ℝ

𝐿1  corresponds to hidden 

layer-1 and  𝑊2 ∈ ℝ
𝐿2×𝐿1  & 𝑏2 ∈ ℝ

𝐿2  corresponds to 

hidden layer-2. Also, 

𝑓𝑅𝑒𝐿𝑈(𝜏) = max (0, 𝜏)                 (36) 

The Sigmoid function is used to estimate the bits at the 

output layer with 𝑆  neurons in between (0, 1). The 

Sigmoid function is represented as: 

𝑓𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝜏) =
1

1+𝑒−𝜏
                  (37) 

Hence, the estimated information bits after output layer 

can be represented as: 

𝑍𝑂 = 𝑓𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑊3𝑍𝐿2
2 + 𝑏𝑜)             (38) 

𝑍𝑂 = {𝑧1
𝑂, 𝑧2

𝑂 , 𝑧3
𝑂 , ……… , 𝑧𝑆

𝑂 }𝑇          (39) 

Finally, hard decision layer is used to receive output 

bits, 𝑏𝑠. Here, the threshold operation is performed which 

is mathematically represented as: 

𝑏𝑠 = {
1,        𝑖𝑓 𝑏𝑠

𝑂 ≥ 0.5

0,        𝑖𝑓 𝑏𝑠
𝑂 < 0.5

                    (40)                 

The mean square error (MSE) is used as a loss function 

to find the error between received and transmitted bits. 

B. CNN 

The general form of CNN structure is shown in Fig. 5. 

Two convolution layers are used. The inputs to 

convolution-1 are modulated signal on 𝑁 subcarriers 

which is represented as 𝑦𝑐
1 = [𝑦𝐶

𝑅, 𝑦𝐶
𝐼 ]. 𝑦𝐶

𝑅 and 𝑦𝐶
𝐼  are real 

and imaginary part of input to CNN. According to CNN 

process, input convolutes with kernel with size 𝑀  and 

followed by ReLU activation function which is 

implemented in the first convolution layer. The final 

output of convolution layer-1 is represented as: 

𝑍𝐿1
1,𝑖 = 𝑓𝑅𝑒𝐿𝑈(𝑦𝑐

𝑖) = max(0, 𝑍𝑐
1,𝑖)         (41) 

where,                             𝑍𝑐
1,𝑖 = 𝑦𝑐

1 ∗ 𝐾1
𝑖 + 𝑏1

𝑖                   (42) 

𝑍𝑐
1,𝑖

 is the output before applying an activation 

function. 𝐾1
𝑖  is 𝑖𝑡ℎ  kernel of convolution layer-1 (𝑖 =

1,2,3, … ,𝑀). 𝑏1
𝑖  is the bias with respect to kernel 𝐾1

𝑖. 

 

Fig. 5. General Structure of CNN 

 

Fig. 6. General Structure of LSTM 

Similarly, the output of convolution-1 is passed through 

convolution layer-2 which contains kernel size 2𝑈. Here, 

the Sigmoid function is used as an activation function to 

estimate the bits at the output of convolution layer-2 in 

between (0, 1). The final output of convolution layer-2 is 

represented as: 

𝑍𝐿2
2,𝑖 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑍𝑐

2,𝑖)                   (43) 

where,                        𝑍𝑐
2,𝑖 = 𝑦𝑐

2 ∗ 𝐾2
𝑖 + 𝑏2

𝑖                          (44) 

𝑦𝑐
2 is the input to convolution layer-2. 𝑍𝑐

2,𝑖
 is the output 

before applying an activation function. 𝐾2
𝑖 is 𝑖𝑡ℎ kernel of 

convolution layer-2 (𝑖 = 1,2,3, … ,2𝑈). 𝑏2
𝑖  is the bias with 

respect to kernel 𝐾2
𝑖 . Next, hard decision is used as per 

(40) to receive the output bits. The MSE is used as a loss 

function to find the error between received and 

transmitted bits. 

C. LSTM 

The general form of LSTN structure is shown in Fig. 6 

which consist of two LSTM layers as hidden layers. The 

standard LSTM unit is discussed in [18]. The input to 

LSTM layers are historical sequence. The output of 

LSTM layer-2 is denoted by 𝑦 with dimension 𝐶  which 

passes through the softmax layer. The softmax layer is an 

activation function used to obtain the probability of each 

input and the sum of all probabilities is one. 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑦) =
𝑒𝑦𝑖

∑ 𝑒
𝑦𝑗𝐶

𝑗=1

                         (45) 
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where, 𝑒𝑦𝑖  and 𝑒𝑦𝑗  is the standard exponential function 

for input and output vector. Finally, hard decision is used 

as per (40) to receive the output bit 

VII.   RESULTS AND DISCUSSION  

Following the proposed scenario as discussed in 

Section III, the center of the ground is considered as 

origin point. The conventional NOMA VLC system as 

shown in Fig. 1 is simulated using MATLAB R2021a. 

Various parameters are analyzed as discussed below. The 

simulation parameters are listed in Table I.  

TABLE I: SIMULATION PARAMETERS 

Parameter Value 

LED emitter (0,0,3) 

User distance from the 

ground 
0.75m 

Users 
User-1: (0, 0, 0.75) 

User-2: (1.8, 1.9, 0.75) 

SPA coefficient 
User-1 (near) :𝐶1𝑛 = √0.25 = 0.5 

User-2 (far) : 𝐶2𝑓 = √0.75 = 0.87 

Semi angle of LED 60 deg. 

Physical dimension of PD 1 cm2 

FOV of PD 70 deg. 

Responsivity of PD 0.4 A/W 

Modulation 4 QAM 

DFT 64 

CP 6 

Transmission bandwidth 20MHz 

 
Fig. 7. SNR-BER performance 

The simulation results of BER for a NOMA VLC is 
shown in Fig. 7. It is observed that BER performance of 
user-2 is slightly better than user-1 in low SNR range. 
This is due to SIC operation due to which User-1 has to 
decode user-2’s data from superposed signal before 
decoding its own signal. If User-2’s decoding is wrong 
then it will be an error in decoding User-1’s data and thus 
will impact BER. Here, both user’s needs approximately 
21dB to obtain 10−5 BER. 

Next, we analyzed the outage probability and 

achievable capacity with respect to transmitted power. The 

simulation result of achievable capacity in terms of 

transmitted power is shown in Fig. 8. 𝑅21 is the 

achievable data rate at the user 1 for decoding the user 2 

signal (before SIC). The capacity increases with transmit 

power for user-2 but for user-1, it become almost 

constant. This is because, user-1 has to perform SIC 

before decoding its own signal whereas User-2 is far to 

LED emitter which get decoded first. In addition, power 

allocation coefficient is higher for far user. Here, 𝑅1𝑛  is 

obtained after removing the interference from far user 

transmission by SIC. Further, outage probability in terms 

of transmitted power is plotted as shown in Fig. 9. It is 

observed that probability of outage for both the users are 

very minimum at lower value of transmit power and as 

power increases it reaches to zero. 

 
Fig. 8. Achievable capacity as a function of transmit power 

 

Fig. 9. Outage probability as a function of transmit power 

 

The BER performance parameter is also analyzed with 

respect to transmitted power as shown in Fig. 10. The 

BER performance of user-1 is better than user-2 in terms 

of transmit power which is obvious as user-1 is near to 

transmitter. 

The SPA is used for above parameter analysis. Further, 

DPA is also used to optimize the PA coefficients. The FPA 

and MFPA technique is implemented as discussed in 
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Section III B. To compare the SPA and FPA, outage 

probability is analyzed considering the target rate of far 

user. The simulation result is shown in Fig. 11. The 

transmitted power is set as 3W. It is observed that DPA 

outperforms SPA. We obtain discontinuity and very low 

outage probability with SPA around 20 Mbps. As 

observed. As observed, the outage probability for SPA 

saturates at 1 for far user with target rate greater than 20 

Mbps. This behavior is observed because SPA does not 

take target requirement into consideration. Hence, SPA 

may not be suitable always. As 𝐶1𝑛 and 𝐶2𝑓 are adjusted 

based on target rate, thus outage probability is low in FPA. 

The probability of achieving the target rate for far user 

becomes lower as target rate increases which results in the 

outage of far user. At the same time, outage of near user is 

satisfactory for FPA in range of 60 to 90 Mbps target rate 

of far user. But after this, near user always in outage. 

 
Fig. 10. BER as a function of transmit power 

 
Fig. 11. Outage probability as a function of target rate of far user 

To optimize the performance, MFPA is implemented. 

The simulation result of outage probability as a function 

of target rate using MFPA is shown in Fig. 12. SPA gives 

same performance. Also, far user performance for MFPA 

and FPA remains almost the same. But for near user, the 

performance of outage probability is improved. From the 

results, it is analyzed that more favor is given to far user 

until approximately 85 Mbps of rate by allocating more 

power irrespective of near user performance and, beyond 

85Mbps, it goes in favor of near user instead of wasting 

power on far user. Thus, MFPA is just an approach to 

reduce the near user's outage. The PA coefficients, 𝐶1𝑛 

& 𝐶2𝑓, are fixed under SPA and hence the performance is 

independent of user’s channel conditions if channel 

changes instantaneously. But in the DPA, 𝐶1𝑛 & 𝐶2𝑓 gets 

updated if the channel changes. This will provide a higher 

achievable sum rate and a lower outage in the case of DPA 

than SPA. 

 

Fig. 12. Outage probability as a function of target rate of far user 

 

Fig. 13. BER performance as a function of PA coefficient  

It is clear that PA affects the NOMA. To understand 

this, the BER performance is simulated in terms of PA 

coefficient for far user as shown in Fig. 13. Once PA 

coefficient is allotted for far user then PA coefficient for 

near user can be calculated using (31). Results are 

obtained when transmit power is 1W and 3W.  In both the 

cases, there is low BER i.e. < 10−4 for near user if 0.6 <

√𝐶2𝑓  < 0.15. When √𝐶2𝑓 is close to zero then BER is 

low for near user because more power (almost maximum) 

is assigned to near user and high BER for far user. In this 

case, near user dominates far user. Similarly, if √𝐶2𝑓  is 
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close to one, then near user offers high BER. Thus, both 

users can provide fair performance if √𝐶2𝑓 is in between 

0.5 to 1. 

NOMA performance depends on SIC. User’s data is 

decoded if there is perfect cancellation in SIC. If there is 

no perfect cancellation then SIC would be imperfect 

which result in errors while decoding. The simulation 

result is obtained to analyze the effect of imperfect SIC 

for achievable capacity as function of transmit power 

considering error fraction. The Fig. 14 shows achievable 

data rate at user-1 with imperfect SIC. It is found that as 

SIC error increases, the achievable capacity performance 

degrades. 

 

Fig. 14. Achievable data rate at user-1 with imperfect SIC 

 
Fig. 15. BER performance as a function of SNR using NN methods 

To overcome the problem of imperfect SIC and the 

nonlinearity in VLC, NN-based receiver is implemented. 

The system is analyzed using three algorithms which are 

DNN, CNN, and LSTM. Data sets are randomly 

generated in MATLAB for offline training and online 

deployment. In this way NN-based receiver cannot 

characterize the random sequences. Here, 48000 symbol 

which is NOMA modulated data are been used for training 

and for online deployment. The 70% data is used for 

training and 30% used for evaluation. The learning rate is 

0.001. The number of neurons in each hidden layer is 16. 

The number of neurons in input and output layer is 4 and 

24 respectively. Finally, using NN algorithms, the 

performance of BER is analyzed in terms of SNR using 

NN-based receiver as shown in Fig. 15. It is observed that 

NN- based receiver outperforms SIC receiver i.e. all three 

algorithms offers better BER-SNR performance than SIC. 

However, there is comparative performance variation 

between algorithms. It is observed that the CNN 

outperforms LSTM, DNN, and SIC approximately by 

2dB, 2.5dB, and 5dB SNR respectively to obtain 10−5 

BER almost for both users. The DNN and LSTM 

performance is slightly varied. Thus, the CNN algorithms 

provide comparatively a better performance. As VLC 

suffers nonlinear distortion due to the nonlinearity 

characteristics of LEDs at the transmitter, channel, and 

PDs at the receiver, CNN can also be seen as a better 

alternative solution to resolve the nonlinearity in VLC.  

The BER as a function of bitrate is simulated for SIC, 

DNN, CNN, and LSTM using NN algorithms and result is 

shown in Fig. 16. The NN algorithms perform better when 

compared with SIC for both the users. LSTM and DNN 

performs almost same whereas CNN performance is better 

than SIC, DNN, and LSTM for both the users. Some 

numerical observations are shown in Table II. It is found 

that the percentage improvement of BER is outperformed 

by CNN and especially in comparison with SIC. 

 
Fig. 16. BER performance as a function of bitrate using NN method 

TABLE II: BER COMPARISON 

Bitrate Users 
BER 

CNN LSTM DNN SIC 

20 

Mbps 

User-1 5.015e-3 14.75e-3 14.75e-3 16.944e-3 

User-2 14.75e-3 17.7e-3 17.7e-3 38.36e-3 

15 

Mbps 

User-1 1.86e-3 2.57e-3 2.57e-3 5.579e-3 

User-2 7.968e-3 8.632e-3 8.632e-3 17.26e-3 

 

Further, the CNN, DNN and LSTM is also compared 

with respect to training time. It is found that the training 

time for DNN, CNN, and LSTM are 12.4325 sec, 15.1096 

sec, and 27.7684 sec respectively. The speed for 

convergence in LSTM is slower than DNN and CNN. 
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CNN based NN can be used with less number of training 

parameters without affecting the performance. CNN can 

be used to reduce the number of parameters to train 

without sacrificing performance but training is bit slower 

than DNN. This is due to weight sharing and sparse 

connections in CNN. LSTM requires more parameters 

than CNN. 

VIII. CONCLUSION  

The NOMA VLC system is analyzed. PA and its 

coefficient factor play a significant role. The performance 

of NOMA using SPA and DPA is analyzed. DPA offers 

better achievable capacity and outage. Under DPA, FPA 

and MFPA is used and it is found that MFPA is suitable 

especially for better outage for near user. Further, the 

effect of imperfect SIC is analyzed which result errors in 

decoding. To overcome the nonlinearity effects in VLC; 

NN-based receiver is analyzed where three algorithms are 

considered such as DNN, LSTM, and CNN. All these 

algorithms outperform SIC based receiver and CNN 

outperforms LSTM, DNN, and SIC based receiver. To 

learn the characteristics of the channel, algorithms use 

transmitted signals as labels and received signals at the 

receiver as samples. The applications of NN in VLC 

compared with other area of research such as image 

processing are in initial stage. It is convincing to say that 

NN in VLC will provide promising field for future 

research to carry forward the VLC systems performance. 
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