High-Performance Stacked Ensemble Model for Stride Length Estimation with Potential Application in Indoor Positioning Systems
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Abstract — The pedestrian dead reckoning (PDR) infrastructure-independent positioning method is of particular interest for many researchers due to its effectiveness in indoor positioning systems. The PDR technique consists of three main components including stride detection, movement heading estimation and stride length estimation (SLE). Among those, SLE results can be utilized in numerous applications, such as indoor positioning, disease diagnosis, incident detecting for patient warning, etc. Traditional solutions for estimating stride length usually have simple structures with short calculation time but they do not ensure the expected accuracy as desired. To enhance the estimated stride length, recently, many solutions employing deep learning based techniques such as Convolutional Neural Networks (CNN), Long Short Term Memory (LSTM), have been developed to improve the SLE result. Although the accuracy in SLE has been improved compared to traditional methods, these deep learning based solutions still remain some limitations, such as complex structure and huge training parameters. This paper proposes some solutions of using machine learning based stacked ensemble model and simple machine learning algorithm to improve the accuracy of SLE while satisfying requirements such as simple structures, short execution time. The experimental results on real field data show that the proposed approaches outperform other state-of-the-art deep learning based methods on both SLE accuracy and computation time by at least 12% more accurate and seven times faster, respectively.

Index Terms—Indoor Positioning System, Linear regression, Machine learning, Pedestrian Dead Reckoning, Stacked ensemble model, Stride length estimation

I. INTRODUCTION

In the past decades, indoor positioning has been used in many applications that serve our life such as assisting elderly management in nursing homes, finding a safe exit in an emergency, warehouse management, or navigation in huge shopping malls. While GPS has represented remarkable achievements in applications in outdoor environments, the GPS signal is often blocked inside buildings. Therefore, indoor positioning still remains a huge challenge for researchers to achieve the desired performance due to the frequent change of environment, movement of people, etc. Because of the wide applicability of indoor positioning, many researchers have shown their particular interest in finding the best solutions for indoor localization.

One of the first indoor positioning systems, RADAR system, was introduced by Microsoft Research Asia [1] in 2000. In 2005, the University of Maryland built the Horus system [2]. The systems developed in recent years (2015) can be mentioned as LIFS system of Tsinghua University [3]; The WHERE @ UM system of Minho University [4] has made remarkable improvements compared with previous research.

In [5]-[7], authors have shown that the individual positioning methods achieve less accurate than integrated methods. Recently, with the increasingly robust development of microelectromechanical systems (MEMS), most smartphones have been equipped with inertial sensors such as accelerometers, gyroscopes and magnetic sensors which then were utilized to develop indoor positioning system. The PDR is the most popular technique which stimulated much interest because it does not either depend on infrastructure or need a prior training process. The main components of the PDR are stride detection, stride length estimation, and movement heading estimation. Previous publications [1-6] have presented many effective solutions for detecting the step and estimating the movement direction. For stride length estimation, although several techniques have been presented, it is still lack of efficient methods which satisfy both high accuracy and low computation cost. Therefore, in order to improve PDR indoor positioning, many researchers are now focusing on improving the accuracy of stride length estimation while keeping the computation cost at a reasonable level.

The stride length estimation methods presented in [8]-[11] have simple models which require short computation time but the accuracy is not as good as machine learning based methods as presented later in this section. These methods use signals from accelerometer and gyroscope sensors. However, smartphone Inertial Measurement Unit (IMU) sensors often contain large errors that only allow estimating step lengths with low-level accuracy performance. To improve the efficiency of stride
estimation, it is usually necessary to create extra features to get specific characteristics that easily distinguish the signals. Those approaches have been researched in state-of-the-art studies [12]-[15].

Recently, many researchers have employed deep learning to estimate stride length with the aim to improve system efficiency. In [14], a convolutional neural network was proposed to estimate a pedestrian's stride length to detect and classify footstep abnormalities in order to diagnose the disease in some patients. In [15], the authors used complex deep learning networks combined with auto-encoder techniques to filter out the noise of raw signals obtained from sensors on the phone. New features are generated from the raw data to improve the accuracy in stride length estimation. In [16], the authors combined multiple models to recognize five modes (calling, handheld, pocket, armband, and swing), and proved these methods independent on how to bring the phone. In other words, the location of the phone does not affect the accuracy of steps length estimation. In this paper, authors constructed high features based on Weinberg [8], Kim [9], Ladetto [10] and Scarlett [11] to estimate stride length using deep learning model. However, the common problem of the methods which use deep learning network is that the structure of the network models is complex; the training time is long due to huge parameters needed to be trained.

This paper aims at proposing stride length estimation solutions to achieve both the simplicity of the model as well as the desired accuracy. First, we have utilized Linear Regression model which ensures to maintain accuracy and simple model structure with less parameters to be trained. Second, we have proposed a stacked ensemble model. This method significantly improves the estimation accuracy while ensuring that the model is not too complicated and the estimated number of parameters is small enough. The experimental results show that the proposed methods have achieved more accurate stride length estimation than other methods which used deep learning networks on the same data set. For the purpose of ensuring generality and objectivity, the proposed solutions are verified on the benchmark public dataset. (https://github.com/Archeries/StrideLengthEstimation/tree/master/Benchmark-Dataset-for-Adaptive-Stride-Length-Estimation) provided by [16].

The next sections of this article are organized as follows: Section II presents some studies related to SLE. Section III describes our proposed method. The results and discussions are presented in section IV. Section V is the conclusion of the paper.

II. RELATED WORK

This section presents traditional methods as well as modern methods to explore studies related to stride length estimation. Traditional methods normally have simple structures and are suitable for real-time applications that do not require high accuracy and can be performed on low-resource devices such as smartphones. On the other hand, the deep learning based methods often require very powerful processor to be able to apply for real-time applications.

A. Traditional Pedestrian Dead Reckoning

Fig. 1 illustrates the block diagram of a traditional pedestrian dead reckoning system utilizing signals obtained from inertial sensors on smart phones. These signals were processed, filtered noise, and then fed into step length estimator.

Techniques presented in [8]-[11] used only raw data reported from inertial sensors on a smartphone to estimate stride. Some previous publications, such as Weinberg [8], Kim [9], Scarlett [11], estimated stride length according to (1), (2), and (3):

\[
L_{\text{Weinberg}} = K\sqrt{a_{\text{max}} - a_{\text{min}}} 
\]

\[
L_{\text{Kim}} = K N \left( \sum_{i=1}^{N} |a_i| \right) 
\]

\[
L_{\text{Scarlett}} = K N \left( \sum_{i=1}^{N} |a_i| \right) / a_{\text{max}} - a_{\text{min}} 
\]

In (1), (2), (3), K is a experimentally determined parameter, representing the relationship between the real values and the predicted values. \(a_{\text{max}}\) and \(a_{\text{min}}\) are the maximum and minimum values taken according to the z-axis of the accelerometer at each stride length [8]. In (2) and (3), \(|a_i|\) represents the measured acceleration samples in each step and N represents the number of samples corresponding to each step. Meanwhile, Ladetto [10] utilizes the linear relationship among stride frequency, variance of acceleration and weights of the features according to equation (4):

\[
L_{\text{Ladetto}} = \alpha \times f + \beta \times v + \gamma 
\]

where f is stride frequency and \(v\) denote acceleration variance of \(\alpha\), \(\alpha\) and \(\beta\) denote the weights of the features, \(\gamma\) represents a constant which includes the noise.

The above-mentioned methods are relied mainly on the maximum, minimum, or mean acceleration amplitude.
without taking into account position of the smartphone. Weinberg [8] is considered to have the best accuracy in estimating the step length compared to the other basic solutions. In this method, the maximum and minimum of acceleration measuring values on the z-axis are used to estimate stride length. Kim [9] proposed an experimental model for determining the step length using the average value of the amplitude of acceleration in each stride, analyzing the vertical and lateral acceleration of the foot while walking. A new integrated method of gyroscope and magnetic compass was used to determine stride by analyzing the relationship between stride and step cycle. In [11], an algorithm was held up appropriately for a variety of subjects and paces, with all variations. However, this algorithm is so simple that it can be tricked when the pedestrian is stationary, i.e., not moving. For instance, a displacement is still estimated although the pedestrian steps at the same position. In [10], Ladetto calculates the stride length based on linear regression machine learning algorithm and the linear relationship among step length, frequency, and the local variance of acceleration amplitude for the purpose of analyzing everyday human activities. The above methods are based only on the maximum and minimum of the acceleration amplitude, the horizontal and vertical mean values of the acceleration amplitude, without considering the direction and position of the device.

These methods are typical studies of the stride estimation problem used in PDR with simple algorithms. The common disadvantage of these methods is the undesirable accuracy, which can be erroneous in some special cases such as jogging, climbing stairs, changing speed while walking or stationary subject.

Recently, there have been a lot of researches aiming at improving the accuracy of stride length using deep learning methods. We will present a deep learning network to estimate stride length in Section B.

B. Deep Learning Based Step Length Estimation

Many studies are suggested to improve the accuracy of stride length estimation based on signals obtained from inertial sensors [12], [13], [17]-[22]. The solutions given in section II.A have partly satisfied all the requirements of estimating stride length in simple applications. However, to improve the accuracy of stride length estimation and solve vital problems in traditional algorithms, solutions using deep learning networks in stride length estimation have been proposed in [14-16], [23]-[27]. Two of them were rebuilt in this article to evaluate the effectiveness of the proposed method compared with the current advanced studies. Fig. 2 depicts the structure of a deep learning network using CNN to estimate the stride length presented in [14]. The deep learning model would normally have inputs of accelerometer and gyroscopes data as the main features. In this diagram, the initial signals are taken from inertial sensors. Raw signals are usually pre-processed and standardized before feeding to the deep learning networks.

To rebuild model in [14], we have used CNN algorithm with parameters like the input data of length \( L_0 = 256 \) with \( N_0 = 6 \) channels. On the first layer of the network, we choose to learn \( N_1 = 32 \) filters of length and \( L_1 = 30 \) samples. After that, on the second layers, the number of filters is \( N_2 = 64 \) and \( L_2 = 15 \). The fully connected layer has \( N_{fc} = 1024 \) nodes (details in [14]).

The results of stride length estimation using CNN in [14] opens a new approach which used deep learning networks in estimating stride. [14-16], [23-27] is a series of researches using deep learning network to estimate stride length. These studies have improved the accuracy of stride length estimation compared to the original researches by using a combination of individual modern methods. Fig. 3 shows the architecture and the parameters of the model using LSTM [16].

In [16], the authors have proposed a stacked ensemble model term Tap-line including a long short term memory module and de-noising auto-encoders to automatically
estimate pedestrian stride to then automatically cancel the sound and eliminate noise in raw inertial sensor data. This approach can improve the accuracy of the SLE estimation with the cost of high computation. In this proposal, authors constructed stride data using the six channels of raw inertial information and the four high-level features, these extra features were obtained by using the models presented in [8]-[11]. By combining those deep learning networks, the results show that the relative errors in [16] are smaller than those achieved by the Weinberg, Kim, Scarlett and Ladetto algorithm.

However, there are some shortcomings of those approaches based on machine learning as follows:

- The architecture of deep learning networks is so complex [14]-[16], [24]-[27].
- The number of parameters to be trained is huge (There are 3,249,889 parameters [14] and 39,713 parameters [16] in CNN and LSTM, respectively).
- The training time is long [14]-[16], [24]-[27].
- It is not suitable for implementing in low resource systems such as smartphones or computer without GPU.

In order to address these challenges, this paper proposes a solution to improve the accuracy of stride length estimation while reducing the complexity of deep learning models. Our solution will be discussed in details in the next section.

III. PROPOSED APPROACH

As mentioned in section II.A, traditional methods can be used for applications that do not require high accuracy of SLE and powerful execution systems. For applications requiring high precision, the system can be deployed on a high-performance computer system using the models in section II.B. Proposals in Section II so far are able to solve only one of the two main targets in SLE that are high accuracy and low computation cost. In this paper, a proposal was introduced to satisfy simultaneously unsolved shortcomings in part 2 of high precision, simple structure, not requiring a high-configuration computer system. Therefore, this method meets execution requirements on devices with limited hardware resources such as smartphones. Our proposed model was illustrated in Fig. 4. Signal was received from x-axes, y-axes, and z-axes of inertial sensors on smartphones (accelerometer and gyroscope).

![Fig. 4. Architecture of linear regression model for SLE.](image)

The paper presents two main proposals as follows:

- High level feature creation based on the raw data and a linear regression model for SLE.
- Machine learning-based stacked ensemble model including linear regression and k-NN using the high level features for SLE.

A. Linear Regression based Stride Length Estimation

1) System block diagram

We used the data set on the provided link in [16]. The feature extractions are generated before being used to train the models as well as determine the stride length in the estimation phase. The extraction features are computed as shown in Table I, details are presented in subsection III.A.3.

In this proposal, the six raw features are observed from the accelerometer and gyroscope sensors on smartphones. Using these features, we create 10 extraction features per each raw feature, resulting in total of H=60 features. By using the extra features as training input for the linear regression model, mean absolute error is calculated by (10) as presented in section IV.

2) Linear regression

Linear regression is a simple machine learning method as presented in equation (5).

\[
y_{LR} = \alpha_0 x_1 + \alpha_1 x_2 + \ldots + \alpha_H x_H + \alpha_0
\]

In equation (5), \(y_{LR}\) is the stride length that is estimated at \(j\)-th data point of the i-th stride. Let \(W = [\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_H] \) be the coefficient column vector that should be optimized by the training procedure, and \(\tilde{x} = [1, x_1, x_2, \ldots, x_H] \) is the input row vector of the extraction data. Then (5) can be rewritten as (6):

\[
y_{LR} = \tilde{x} W
\]

The values of \(x_h (h=1..H)\) are the extra features taken from inertial sensors (accelerometer and gyroscope sensors), \(H\) is the number of extraction high level features. The i-th stride length can be estimated by (7):

\[
y_{LR} = \frac{1}{J} \sum_{j=1}^{J} y_{LRj}
\]

In which, \(y_{LRj}\) is the stride length that is estimated at the i-th stride. \(J\) is the number of samples (data points) in each stride.

3) Extention feature

Using extra features during model training helps to identify and classify data clearly. Compared with the scenario where only the main features are used, if adding high level features, the system will extract the outstanding features that represent the output to be estimated. For example, in Table I, the extra features F1, F3, F4, F9, and F10 represent the mean, minimum, maximum, the first, and the last values of the measured data of a stride length. These values will be
relatively different between stride lengths. However, using only these features might not guarantee the typical characteristics of the data. Therefore, in addition to these features, we also compute other features such as the standard deviation, the variance of the data at each step resulting in F2 and F7, respectively. Adding this feature helps estimation be easier and noise is eliminated. Based on the above basis, we added F5, F6, F8 extra features to make it easy for the system to identify how one stride length differs from the other.

<table>
<thead>
<tr>
<th>Feature index</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>The mean absolute values of acceleration and Gyroscope of the X-axis, Y-axis, Z-axis are defined as $\mu_a = \text{mean}(a_x)$, $\mu_g = \text{mean}(g)$</td>
</tr>
<tr>
<td>F2</td>
<td>Std - Standard deviation of groups, $\text{STD} = \sqrt{\frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{n-1}}$ $x_i$ : Value of the i-th point in the data set $\bar{x}$ : The mean value of the data set n: The number of data points in the data set</td>
</tr>
<tr>
<td>F3</td>
<td>$\text{Min} = \min(a_x)$, $\text{Min} = \min(a_y)$ Minimum value of data group</td>
</tr>
<tr>
<td>F4</td>
<td>$\text{Max} = \max(a_x)$, $\text{Max} = \max(a_y)$ Maximum value of data group</td>
</tr>
<tr>
<td>F5</td>
<td>$\text{skew}_a = E\left[\left(\frac{a_x - \text{mean}(a_x)}{\sqrt{\text{var}(a_x)}}\right)^3\right]$ $\text{skew}_g = E\left[\left(\frac{a_y - \text{mean}(a_y)}{\sqrt{\text{var}(a_y)}}\right)^3\right]$</td>
</tr>
<tr>
<td>F6</td>
<td>$\text{kurt}_a = E\left[\left(\frac{a_x - \text{mean}(a_x)}{\sqrt{\text{var}(a_x)}}\right)^4\right]$ $\text{kurt}_g = E\left[\left(\frac{a_y - \text{mean}(a_y)}{\sqrt{\text{var}(a_y)}}\right)^4\right]$</td>
</tr>
<tr>
<td>F7</td>
<td>The acceleration variance, $\sigma_a^2 = \text{var}(a_x)$ The gyroscope variance, $\sigma_g^2 = \text{var}(a_y)$</td>
</tr>
</tbody>
</table>

### B. Machine-Learning Based Stacked Ensemble Model

#### 1) System block diagram

In Fig. 5, a machine learning-based stacked ensemble model (a combination of k-NN and Linear Regression) has been proposed. The k-NN algorithm will be presented in details in subsection B.2. k-NN is the most basic machine learning algorithm in the classification problems. In this proposal, we chose the initialization value for k is 10. We used the extra features generated as presented in subsection A.3 as training input for the linear regression model and the k-NN model. After training the two models, the outputs of the two models are fed into a linear function model of the stacked ensemble model. The weights of this model are calculated based on a simple linear regression algorithm. The estimated stride length is the linear function output.

![Architecture of stacked ensemble model](image)

**Fig. 5. Architecture of stacked ensemble model**

#### 2) K-nearest neighbor

In this paper, k-NN algorithm is used to find k nearest neighbors in the training data compared to the input data for SLE. To obtain results, this algorithm is mainly based on the k closest neighbors using the Euclidean distance criterion according to (8):

$$d_j = \sqrt{\sum_{i=1}^{N} (x_{ji} - x_{ih})^2} \quad (j = 1 + J) \quad (8)$$

where $x_{ji}$ and $x_{ih}$ are the i-th elements of the j-th training data point and the test data point, respectively. H is the number of extra features. J is the number data point (strides) of training data.
Using the set P of the index of k training data points which is chosen among the training data with the smallest distances \( d_p \), let \( l_i \) be the stride length of the corresponding \( d_i \). The stride length (\( y_{kNN} \)) of test data can then be computed as (9):

\[
y_{k-NN} = \frac{1}{k} \sum_{p \in P} l_p
\]

**IV. RESULTS AND DISCUSSIONS**

**A. Experimental Setup**

In this paper, we used the data set provided by [16]. The data set was collected by using an Android smartphone (Huawei Mate 9 with 2.4GHz octa-core processor), equipped with a three-axis accelerometer (±8g range) and gyroscope three-axis displacement (range ±2000 degrees/sec) from InvenSense (ICM-20990), sampling at 100 Hz. We filtered the data to put in the train with the total number of strides is 4778 strides, the number of strides for validation is 1195, and 1494 strides for the test data. The stride length distribution in the paper is shown in Fig. 6:

![Fig. 6. Distribution of real stride length](image)

The data of strides with stride lengths smaller than 2 meters were used during training according to [14]. The mean of stride lengths was 1.36m.

**B. Step Length Estimation Evaluation**

To evaluate the effectiveness of the proposed algorithm we used the mean absolute error (MAE) according to formula (10), the relative error rate of the estimated stride length is calculated using (11),

\[
MAE = \frac{1}{s} \sum_{k=1}^{s} |S_{\text{est}}^k - S_{\text{real}}^k|
\]

\[
MER = \frac{1}{s} \sum_{k=1}^{s} \left( \frac{S_{\text{est}}^k - S_{\text{real}}^k}{S_{\text{real}}^k} \right) \times 100\%
\]

where \( S_{\text{est}}^k \) and \( S_{\text{real}}^k \) are the estimated stride length and real stride length of the s-th test stride, respectively. S is the total number of strides.

**C. Comparison with other Methods**

To evaluate the performance of the proposed model, we have used the same set of training data and test data to estimate the stride length and compare the accuracy between models [14], [16]. We have rebuilt the models presented in [14], [16] with the parameters as illustrated in Table II.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>0.063</td>
<td>0.067</td>
<td>0.068</td>
<td>0.057</td>
<td>0.050</td>
<td>0.044</td>
</tr>
<tr>
<td>Std</td>
<td>0.080</td>
<td>0.088</td>
<td>0.087</td>
<td>0.079</td>
<td>0.072</td>
<td>0.068</td>
</tr>
<tr>
<td>25%</td>
<td>0.021</td>
<td>0.022</td>
<td>0.023</td>
<td>0.019</td>
<td>0.016</td>
<td>0.014</td>
</tr>
<tr>
<td>50%</td>
<td>0.044</td>
<td>0.047</td>
<td>0.048</td>
<td>0.040</td>
<td>0.032</td>
<td>0.030</td>
</tr>
<tr>
<td>75%</td>
<td>0.079</td>
<td>0.083</td>
<td>0.085</td>
<td>0.070</td>
<td>0.057</td>
<td>0.049</td>
</tr>
<tr>
<td>Min</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Max</td>
<td>1.150</td>
<td>1.076</td>
<td>1.066</td>
<td>1.044</td>
<td>0.837</td>
<td>0.925</td>
</tr>
</tbody>
</table>

Table III shows the stride-length estimation results between the proposed method and other methods. The stride-length error and error rate results obtained by the proposed method were 0.044 m and 3.75%, respectively.
which are the best results in comparison with LSTM, CNN, Ladetto, Kim, Weinberg. As shown in Table III, the LSTM model was the 2nd best with stride-length error and error rate results were 0.050 m and 4.01%, respectively. The experimental results also demonstrated that stacked ensemble model is able to produce better SLE estimation results in the 1st, 2nd, and especially 3rd quartiles compared with other models.

Fig. 7 illustrates the performance in the testing phase of the proposed model comparing with other methods. As can be seen, the proposed stack ensemble model always delivered the same SLE accuracy regardless of training turns. On the other hand, the SLE results of the LSTM and CNN algorithms varies a lot between training turns since the estimated model parameter results of those approaches depend heavily on random initialization. Furthermore, the displayed results show that the average error of the proposed algorithms is more accurate than other methods.

![Fig. 7. Investigate the stability of the SLE algorithm.](image)

D. Complexity

<table>
<thead>
<tr>
<th>Model</th>
<th>Training dataset size</th>
<th>Test dataset size</th>
<th>Trainable Parameters</th>
<th>Training Time</th>
<th>Test Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN [14]</td>
<td>4778 strides</td>
<td>1494 strides</td>
<td>3249889</td>
<td>3m29s (with GPU)</td>
<td>500ms</td>
</tr>
<tr>
<td>LSTM [16]</td>
<td></td>
<td></td>
<td>39713</td>
<td>27m39s (with GPU)</td>
<td>5s</td>
</tr>
<tr>
<td>Stacked ensemble model</td>
<td></td>
<td></td>
<td>61</td>
<td>2.92s</td>
<td>752ms</td>
</tr>
</tbody>
</table>

Table IV presents the complexity of all methods in term of execution time. The number of parameters of our method is much smaller than the other methods which use deep learning. Table IV shows the training and test time parameters for the mentioned models in this paper. The number of parameters required for training varies widely between models. In the CNN model, the number of training parameters is up to more than 3.2 million parameters while LSTM’s number is nearly 40 thousand parameters. With a high-configuration computer (with GPU processor), the training time for CNN (3m29s) is much shorter compared to LSTM (27m39s), the test time is 500ms compared to 5s. The proposed method achieves very short training time (2.92s) because only the Linear Regression model needs to be trained while k-NN does not. In term of execution time for testing phase, the proposed approach is still much faster than LSTM but slightly slower than CNN approach.

V. CONCLUSION

In this paper, a stack ensemble model for stride length estimation has been proposed. The effectiveness of the proposed approach has been verified through the following aspects: the stride length estimation accuracy and the computation time. Experimental results demonstrate that the proposed approach outperforms the other state-of-the-art methods in term of stride length estimation accuracy while maintaining an acceptable computation costs. It is noted that the training time of the proposed method is much faster than the others. The execution time of the proposal proved that it is possible to utilize the proposed method for real-time indoor positioning application.
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