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Abstract—Massive Multiple Input Multiple Output (MIMO) using millimetre wave transmissions received significant attention due to its significance of high data rate. However, achieving energy and spectrum efficient millimetre wave communications is challenging due to the dedicated Radio Frequency (RF) chain. Non-Orthogonal Multiple Access (NOMA) is used in beamspace MIMO (BS MIMO) significantly overcome such challenges. This paper proposes the enhanced approach of beamspace MIMO NOMA using a simple yet effective clustering solution with a C-NOMA throughput optimisation algorithm. This proposal involves the lightweight user clustering, lens antenna, and clustering-based iterative power allocation algorithm to enhance each cluster’s spectral and energy efficiency performance. After cluster formation, the throughput optimisation function applies. Iterative power optimisation method is proposed to allocate power to each user in each cluster dynamically. Therefore, compared to recent clustering and NOMA methods, the proposed BS MIMO C-NOMA improves Energy Efficiency (EE) and Spectral Efficiency (SE) with minimum computational overhead. Results demonstrate that high EE and SE, respectively, as compared with the percentage of improvement of 26% and 37% in the existing BS MIMO NOMA and improvement of 16.47% and 27.72% in User Clustering based on Channel Gain (UCCG) MIMO NOMA among 50 and 100 users.

Index Terms—SE, EE, mmWave, Beamspace MIMO, clustering, channel gain

I. INTRODUCTION

Despite the large transmission of data capacities, a small number of wavelengths have a license at the mmWave wireless communication system, which can obtain the special antenna in a similar physical location that links with huge MIMO to give a multiplexing increase and beamforming allocation [1]-[4].

This study has shown that the mmWave huge MIMO can increase the orders of magnitude in the limit of the framework [4]. Furthermore, it is hard to acknowledge mmWave with huge MIMO because of the high transceiver complexity and energy utilisation [3]. Therefore, every antenna array in MIMO frameworks needs one attached RF chain [5]. Along with these, utilising a large number of antennas in mmWave huge MIMO frameworks need to produce a similarly large number of RF chains. Likewise, that lead to high energy consumption up to 70% of the total transceiver service utilisation [3]. Therefore, the equipment price and service utilization caused by many RF cables in mmWave huge MIMO frameworks lead to unreasonably expensive in practically speaking.

This paper can achieve results that enhance the EE, SE and scalability of complex frameworks without intra and inter beamspace interference to alleviate the issues of current methods. This paper proposes a novel mmWave based communication method that combines the connotation from NOMA beamspace MIMO with efficient user clustering to increase the SE and EE performances at minimum calculation efforts, which call beamspace MIMO-Clustering NOMA, i.e. (BS MIMO C-NOMA).

The results of EE, SE can compare to the newest method of UCCG-MIMO NOMA and our previous results in other ways. The EE and SE in C-NOMA are much higher than BS MIMO NOMA by the percentage of 26% and 4.2%, respectively. Additionally, 16.47% and 27.72% improvement compared to the clustering based on User Channel Gain (UCCG) MIMO NOMA among 50 and 100 users, respectively.

II. RELATED WORKS

In [6], the increase in the SE in NOMA demonstrate from framework usage by utilising a two-user case. The broader possibility associated with a number of users (M) has been arbitrarily explored in [7]. Regarding the rationality argument among single-antenna users, power division progression was examined in [8]. However, in [9], the single antenna-based solutions cannot be too scalable and have performed poorly for spatial domains. Thus, many methods were proposed using multiple antennas to further enhancing the NOMA. The author in [10] researched a multiple-input single-output (MISO) and NOMA situation with a proposed two-organise beamforming technique to help multiple users. The MIMO NOMA correspondence framework presented, the ergodic framework limits the MIMO NOMA frameworks upgraded utilising power allotment strategies in [11].
In [12], the precoding design and symmetry network was proposed for a MIMO NOMA framework to avoid MIMO symmetrically multiple access. In [13], the downlink NOMA is helpful to correspondence frameworks, and the Base Station (Bs) works with two kinds of users, which describes as Relay Users (RU) and Far Users (FU). In [14], a new asset determination technique was proposed to enable NOMA to merge with MIMO. Initially, a method was used to lessen the versatile Proportional Fairness (PF) resource allocation schemes scheduling characteristics. Afterwards, they presented an iterative water-filling based on power flow to a Single-User MIMO (SU-MIMO) state. 

[15] described the complexities outlined in the work criteria for uplink and downlink NOMA transmission. They proposed a picking plan for the users that have low-multifaceted nature. In [16], a linear beam modulation system has been presented that all antennas can reduce the inter beam interference. In [17], MIMO NOMA was originally considered a Multi-User downlink (MU) aiming to increase overall rates through Integrated Assessment (IA) procedures. 

In [18], Discrete-Sine Transform (DST) network precoding-based uplink NOMA conspired to decrease the Peak to Average Power Ratio (PAPR). In [19], the MISO framework in downlink with NOMA was proposed, where the users standardised single Beamforming (BF) vectors. In [20], the authors considered the implementation of two ambient input frames with non-orthogonal users. 

In [21], the NOMA idea was presented to increase the bandwidth for the 5G downlink framework. 

In [22], the author presented the analysis performance of MIMO NOMA users in a single group. In [23], the authors proposed selecting antennas using MIMO to estimate the channel capacity. In [24], the authors suggested the importance of using a lens antenna array for massive MIMO communications.

The researcher in [25] used the latest approach to reduce the RF chain challenges by means of lens antenna arrays with iterative power allocation algorithms. The authors offer RF chain decrease techniques to increase the energy and SE. In [26], a very recent clustering-based multi-user MIMO-NOMA downlink transmission system was proposed. They presented the solution in three subqueries: clustering, which formed as a mixed-integer linear programming (MILP) difficulty, beamforming, and supremacy allowance. 

In [27], another two strategies for the user clustering with the dynamic power allocation algorithm was proposed for MIMO-NOMA. In [28], the most recent approach to tackle the challenges of RF chain reduction was reported by using the benefits of lens antenna array with iterative power allocation algorithms. The authors presented the RF chain reduction technique to enhance the energy and spectrum efficiency.

### III. System Model

#### A. Beamspace MIMO C-NOMA

Based on the literature and reference in our previous study of the proposed BS MIMO C-NOMA, we studied the EE and SE challenges addressed using the beamspace MIMO NOMA, which can utilise lens antenna array to appreciably reduce the required numbers of RF chains in the cell by using massive MIMO services. However, beamspace MIMO-NOMA method cannot improve the scalable and capacity causing the possibility of high complexity. Therefore, this paper proposes BS MIMO C-NOMA, which uses a user clustering algorithm with throughput optimisation to enhance scalability and reduce the complexity. However, we also compare the result to the UCCG MIMO NOMA. Fig. 1 shows the system model of the proposed BS MIMO C-NOMA.

![Fig. 1. System model beamspace MIMO C-NOMA](image)

The lens antenna is responsible for selecting one beam for multiple users. After channel assignment, all multiple users can send their data to the receivers. Therefore, the objective of this task is maximising the throughput of that most critical user connecting among all the number of users $(K)$ with dynamically sorting of users into several clusters. It means any returned user allocation can enhance the BS MIMO C-NOMA within all clusters. Thus, the power allocation coefficients are optimised according to the immediate channel positions in a particular cluster.
After grouping the users in a different cluster, we formulate throughput optimisation using an exhausted search approach across the groups.

**B. User Clustering**

In this work, we propose the simple of users clustering solution without having any inter-cluster interference problem. The unlimited number of users are separated into the total number of clusters $C$ to form a cluster with various number of the users by using the cross-fading channel design which consists of Rayleigh fading channel matrix $G_{c,k}$ and path loss components $L_{c,k}$. Let’s consider that the Bs cover a varying number of users $k$, and $k \in \{1,2,3,..K\}$ in cluster $c$, and $c \in \{1,2,3,..,C\}$, $H_{c,k} = G_{c,k}/L_{c,k}$. $G_{c,k} C^{N \times C}$ denoting the Rayleigh fading channel matrix and $L_{c,k}$.

The path loss beamforming arrays is performed under two conditions: Firstly, the inter-cluster interference is removed by using Zero-Forcing (ZF) precoding at Bs. Secondly, the signal alignment is accompanied among the users in one cluster.

\[
V_{c,1}^H G_{c,1} = V_{c,2}^H G_{c,2} 
\]  

(1)

Therefore, the receiving beam vector is represented as $V_{c,k}$ and all the users in the cluster shared the transmit beam vector. Hence, the Bs transmitted signal is represented as:

\[
x = PS
\]  

(2)

The total power $P = P_1, P_2...P_C$ where $P_c \in C^{K \times 1}$ denotes the cluster transmit beam vector. The information-bearing vector ($s$) can be represented as:

\[
s = \begin{bmatrix} a_{1,1} s_{1,1} + a_{1,2} s_{1,2} \\ \vdots \\ a_{c,1} s_{c,1} + a_{c,2} s_{c,2} \end{bmatrix}
\]  

(3)

Therefore, to improve the scalability of NOMA, we use the above clustering approach with the NOMA model to create a C-NOMA. The user cluster algorithm can be shown in Fig. 2.

![Fig. 2. Flowchart of user clustering algorithm](image)

From equation (3), the $s_{c,k}$ and $a_{c,k}$ denotes the signal and power allocation coefficient respectively of the user $k$ in cluster $c$. It is satisfied when $a_{c,1}^2 + a_{c,2}^2 = 1, \forall c$. For the sake of clarifying the clustering of the receiver side for the user, ($c,k$) is the normalised beamforming vector when $V_{c,k}$ is applied, which leads to the received signal $y_{c,k}$ represented as:

\[
y_{c,k}^H V_{c,k} = a_{c,1} V_{c,1}^H H_{c,1} P s_{c,1} + a_{c,2} V_{c,2}^H H_{c,2} P s_{c,2} + 
\sum_{i \neq c} \sum_{i=1}^2 a_{i,l} V_{i,l}^H H_{i,l} P s_{i,l} + P t s_{i,l} + v_{c,k}^H n_{c,k}.
\]  

(4)

where the Additive White Gaussian Noise (AWGN) is represented to remove the inter-cluster interference in the $n_{c,k}$ beam of the $k$th user in the $n$th beam of $c$th cluster at iteration $t$ to the input vector $h_{m,n,c}$ by using the ZF precoding method. The obtained signal reformulates as:

\[
y_{1}^H y_{k} = a_{1,1} V_{1,1}^H H_{1,1} P s_{1,1} + a_{2,1} V_{2,1}^H H_{2,1} P s_{2,1} + V_{k}^H n_{k}
\]  

(5)

**C. Optimisation Throughput Cluster**

The cluster forms into different number of user groups before the power allocation approach is lead to throughput performance degradation. Therefore, the clustering is performed by sorting the ratio of $H_k$ which expresses the ratio between the Rayleigh fade channel matrix $G_{c,k}$ and path loss component $L_{c,k}$. Thus, each user uses the $Idx$ vector in MATLAB code without considering the power allocation dynamics. Therefore, an aggregation optimisation approach is necessary on clustering to perform
an appropriate dynamic distribution of energy and improve the throughput of the proposed C-NOMA framework.

D. Iterative Power Allocation

After sorting the users in various number of clusters with the aim of throughput optimisation and SE-EE, we propose the iterative power allocation scheme to provide the required power for each cluster without extra power as same as the traditional power method. Iterative power allocation method is designed to allocate the power for the $k^{th}$ user at the $n^{th}$ beam in the cluster $c^{th}$. This algorithm starts with the input of a set number of $K$ users. We assume the number of users is 32, the specified number of the clusters is four and $N$ is the beams, which form as $h_{k,n,c}$ lens array matrix. The input for this algorithm consists of: (See Fig. 3).

- Number of users is $k = 1, 2, ... K$
- Number of beams is $n = 1, 2, ... N$
- Number of clusters is $c = 1, 2, ... C$

Fig. 3. Iterative power allocation provides for each cluster

The beamspace channel vector after beam selection is $h_{k,n,c}$ between the Bs and the $k^{th}$ user at the $n^{th}$ beam in the $c^{th}$ cluster. $w_n$ is the uniform precoding vector for the users in the $n^{th}$ beam. Therefore, the receiver signal vector $y = [y, y_2, ..., y_k]^T$ can be represented as:

$$y = H^H W p_s + n$$  \hspace{1cm} (6)

where the transmitted signal vector for all the $K$ users is $S = [S_1, S_2, ..., S_k]^T$ of $K \times 1$ and the transmitted power for the users is $P = \left[\sqrt{P_1}, \sqrt{P_2}, ..., \sqrt{P_k}\right]$ to fulfill $\sum_{k=1}^{K} P_k \leq P$ where $P$ is the maximum transmitted power at the Bs. Also, $W = [w_1, w_2, ..., w_n]$ is presented as precoding matrix in size $N \times K$, where the $\| w_n \|_2 = 1$ to $k = 1, 2, 3, ... K$ users, $n$ is the noise vector, and the complex normal distribution $CN(0, \sigma^2 I_k)$ at last $H = [h_1, h_2, ..., h_k]$ in size $N \times K$ is presented as the spatial channel vector between the Bs and the $k^{th}$ user. Therefore, in the beamspace channel matrix $h_n$, any column of $h_n$ compares to one beam, and all $n$ lines relates to the $n$ beams with spatial bearings independently. Along this line, the number of components in each space of the ray channel vector $h_{k,n}$ is a lot little than $n$; to be specific, the beamspace channel framework has a scanty nature. The incorrect architecture can be misused in configuration measurements, reducing the BS MIMO systems performance with beam identification without obvious implementation errors. In particular, as indicated by the scanty beamspace channel network, just a small number of beams can be chosen to serve $K$ users. After reducing the dimension, we perform the proposed iterative power allocation algorithm to allocate the required power for each cluster, as shown in the flowchart in Fig. 4. The power allocation problem can be formulated as:

$$\max_{P_{k,n,c}} \sum_{n=1}^{N} \sum_{c=1}^{C} R_{k,n,c}$$  \hspace{1cm} (7)

S.t  \hspace{1cm} $C_1 : P_{k,n,c} \geq 0 \forall n, k$

$C_2 : \sum_{n=1}^{N} \sum_{c=1}^{C} P_{k,n,c} \leq P$

$C_3 : R_{k,n,c} \geq R_{\text{min}}, \forall n, k$

The goal of the clustering algorithm is related to optimisation which means the optimal channel equalisation coefficient has to be estimated. Therefore, at first, the optimal channel equalisation coefficient $\{ ch_{k,n,c}^{(t)} \}$ is estimated for the $k^{th}$ user in the $n^{th}$ beam of $c^{th}$ cluster at iteration $(t)$ to the input vector $h_{m,n,c}$. This function aims to minimise the channel estimation error at all users within the same cluster in the beam. We can obtain the optimal solution of the optimal channel equalisation coefficient in the tenth iteration. The channel equalisation coefficient equation is given by:

$$\{ ch_{k,n,c}^{(t)} \} = \left( \frac{1}{\sqrt{P_{k,n,c}^{(t-1)} h_{k,n,c}^H W_n}} \right) \left( P_{k,n,c}^{(t-1)} \| h_{k,n,c}^H \|_2^2 + \epsilon_{k,n}^{(t-1)} \right)^{-1}$$  \hspace{1cm} (8)
Then, according to (6), the SINR at the $k$th user in the $n$th beam of $c$th cluster can be presented as:

$$
\epsilon_{k,n}^{(t-1)} = \|h_{k,n,c}^H W_n\|^2 \sum_{i=1}^{k-1} p_i^{(t-1)} + \|h_{k,n,c}^H W_j\|^2 \sum_{i=1}^{j-1} p_i^{(t-1)} + \sigma^2
$$

Iterative Power allocation algorithm

![Flowchart of the proposed iterative power allocation algorithm](Image)

Then we have:

$$
(1 + \gamma_{k,n,c})^{-1} = 1 - \|h_{k,n,c}^H W_n\|^2 p_{k,n,c}
$$

where the number of beams $n = 1, 2, \ldots, NRF$ and the number of the set signal of the users is presented by $k = 1, 2, 3, \ldots, |S_n|$.

The expression (12) corresponds to the MMSE in the $t$th iteration, which can be expressed as:

$$
\epsilon_{k,n,c}^{(t)} = 1 - \|h_{k,n,c}^H W_n\|^2 p_{k,n,c}^{(t-1)}
$$

After calculation of the optimal channel equalisation coefficient, we further calculate the optimal solution for the $k$th user in the $n$th beam of the $c$th cluster at the iteration $(t)$ in vector $\{a_{k,n,c}^{(t)}\}$ using the calculation output of $\{c_{k,n,c}^{(t)}\}$. Therefore, the vector $\{a_{k,n,c}^{(t)}\}$ is the optimal antenna allocation for $k$th user in the $n$th beam of $c$th cluster at the iteration $(t)$ by using the optimal estimation channel equalisation step. The optimal solution of $\{a_{k,n,c}^{(t)}\}$ in the $t$th iteration can be obtained by:

$$
\{a_{k,n,c}^{(t)}\} = \frac{1}{\epsilon_{k,n,c}^{(t)}} \{c_{k,n,c}^{(t)}\}
$$

Then, the power allocation for the $k$th user in the $n$th beam of the $c$th cluster at the iteration $t$th is performed in vector $p_{k,n,c}^{(t)}$ using the calculation output of $\{c_{k,n,c}^{(t)}\}$ and $\{a_{k,n,c}^{(t)}\}$ as:

$$
p_{k,n,c}^{(t)} = \left(\frac{a_{k,n,c}^{(t)} \Re(e_{k,n,c}^{(t)} h_{k,n,c}^H W_n)}{\sum_{i=1}^{t} p_i} \right)^2
$$

**IV. SIMULATION RESULTS**

According to the results in our previous studies of the proposed BS MIMO C-NOMA, we designed the communication models with a varying number of MIMO users and SNR values in MATLAB. In this paper, the performances of various method are measured for SE and EE mainly. The results are evaluated and the performance...
of the proposed BS MIMO C-NOMA method is compared with the other methods:

- Fully digital MIMO (FD-MIMO): In this method, each antenna is connected to only one dedicated RF chain.
- Beamspace MIMO (BS MIMO): In this method, each beam consists of only one user.
- Beamspace MIMO NOMA (BS MIMO NOMA): In this method the BS NOMA uses the lens antenna and iterative power allocation.
- UCCG MIMO NOMA: The recent user clustering based on the MIMO NOMA technique in which user grouping is performed using channel gain and hence it is called User Clustering based on Channel Gain (UCCG).
- Beamspace MIMO C-NOMA (BS C-NOMA): The proposed model is user clustering with a throughput optimisation-based of the iterative power allocation method.

The number of clusters is set to four for the proposed BS MIMO C-NOMA for experimental analysis purposes. Therefore, the SE and EE are computed as described below.

**SE Analysis (δ):** SE is determined as achievable sum rate of the $k^{th}$ user in $n^{th}$ beam of $c^{th}$ clusters where the achievable sum rate is presented as:

$$R_{sum} = \delta = \sum_{n=1}^{N_{RF}} \sum_{k=1}^{\lfloor |S_n| \rfloor} R_{k,n,c}$$  \hspace{1cm} (16)

where, $N_{RF}$ is the complete number of transmit antennas (i.e. 256 in this work) with $|S_n|$ has detected the signal of $k^{th}$ user. The $R_{k,n,c}$ is the achievable sum rate of the $k^{th}$ user at the $n^{th}$ beam. Therefore, $R_{k,n,c}$ can be calculated according to [28].

**EE Analysis (Φ):** EE is calculated as the ratio of achievable sum rate of the total power consumption, i.e. SE of the total power consumption ($P, P_{RF}, P_{SW}, P_{BB}$) such as:

$$\Phi = \frac{\delta}{P + N_{RF}P_{RF} + N_{RF}P_{SW} + P_{BB}} \text{ (bps /Hz/W)}$$  \hspace{1cm} (17)

where $P$ is the maximum transmitted power, $P_{RF}$ refers to the power consumes by any RF, $P_{SW}$ represents the switching power consumption, and $P_{BB}$ refers to the baseband power consumption in the conversion from Analog-to-Digital Converter (ADC) and Digital-to-Analog Converter (DAC). Therefore, to experiment and analysis, many values of such variables are presented in Table I.

### A. Analysis by Varying Numbers of Users

Design parameters for a varying number of users in two states are shown in Table I, such as A (10: 10: 50) and B (10: 5: 100). Therefore, both states are used to estimate the SE and EE individually to perform user scalability.

**Table I: Design Parameters for a Varying Number of Users**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNR Level</td>
<td>10</td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>50</td>
</tr>
<tr>
<td>$N_{RF}$</td>
<td>256</td>
</tr>
<tr>
<td>$P$</td>
<td>32 mW</td>
</tr>
</tbody>
</table>

Figs 5 and 6 show the SE performance for cases A=50 users and B=100 users, respectively.

![Fig. 5. SE analysis with maximum users of 50](image)

![Fig. 6. SE analysis with maximum users of 100](image)

**Table II: SE Average Results with a Maximum of 50-100 Users**

<table>
<thead>
<tr>
<th>Methods</th>
<th>Maximum 50 Users</th>
<th>Maximum 100 Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD-MIMO</td>
<td>93.83</td>
<td>101.61</td>
</tr>
<tr>
<td>BS MIMO</td>
<td>55.62</td>
<td>36.91</td>
</tr>
<tr>
<td>BS NOMA</td>
<td>58.62</td>
<td>39.91</td>
</tr>
<tr>
<td>UCCG MIMO</td>
<td>61.89</td>
<td>41.31</td>
</tr>
<tr>
<td>NOMA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS C-NOMA</td>
<td>63.42</td>
<td>43.12</td>
</tr>
</tbody>
</table>

As seen in both cases of A (10:5:50) and B (10:10:100) in Fig. 5 and Fig. 6, the SE results show that the FD-MIMO
The proposed solution of BS C-NOMA shows the improved SE results compared to the recent clustering-based NOMA technique, i.e. UCCG-MIMO-NOMA solution in both cases of 50-100 users.

B. EE Analysis Varying Numbers of Users

The EE versus the varying number of users is demonstrated in Fig. 7 when using the maximum number of 50 users and Fig. 8 when using the maximum number of 100 users. According to Table III, the results of FD-MIMO show that EE performance is very weak in both cases 50-100 users if compared to all BS methods because it requires a dedicated RF chain.

![Figure 7: EE analysis with maximum users of 50](image)

![Figure 8: EE analysis with maximum users of 100](image)

The results of EE clearly show that the proposed BS C-NOMA greatly reduces energy consumption for any case of A=50 users or B=100 users, because clustering helps to redistribute the power over and over again, according to user groups. Clustering the users with similar properties help to reduce the efforts of allocating the power for the users in one group. Hence, the EE improves significantly compared to BS MIMO, BS NOMA methods and UCCG MIMO NOMA. The results of SE and EE show that the proposed BS C-NOMA is more effective than other methods. By using a higher number of users in each beam leads to more power consumption. However, the proposed solution gives consistent results for EE, because the results of the BS MIMO method show that after 60 users, the EE performance will be deteriorating. Therefore, we can provide in Table III a big drop in EE performance in the other methods when compared to the maximum number of 100 users, and maximum number of 50 users.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Maximum 50 Users</th>
<th>Maximum 100 Users</th>
</tr>
</thead>
<tbody>
<tr>
<td>FD-MIMO</td>
<td>1.727</td>
<td>1.29</td>
</tr>
<tr>
<td>BS MIMO</td>
<td>7.249</td>
<td>4.08</td>
</tr>
<tr>
<td>BS NOMA</td>
<td>10.879</td>
<td>7.85</td>
</tr>
<tr>
<td>UCCG</td>
<td>11.78</td>
<td>9.78</td>
</tr>
<tr>
<td>MIMO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOMA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BS C-NOMA</td>
<td>13.72</td>
<td>10.82</td>
</tr>
</tbody>
</table>

V. Conclusion

To improve the user capacity with spectral and EE performances, we introduced the BS MIMO to C-NOMA approach in this paper which consists of the user clustering, lens antenna, and iterative clustering based of power allocations. Furthermore, this paper addressed the EE-SE relationship for a single cell downlink BS MIMO C-NOMA system. In addition, we compare our proposed method with BS MIMO NOMA system and UCCG MIMO NOMA. The simulation results confirm the EE behaviour of C-NOMA and its superiority against NOMA and support the validity of the proposed approaches and their effectiveness compared to the optimal one. Further combining BS MIMO with C-NOMA is expected to enhance the overall achievable capacity. The simulation results show that high EE achieved an improvement rate of 26% compared to the existing BS MIMO NOMA and 16.47% compared to UCCG MIMO NOMA among 50 and 100 users, respectively. Finally, we recommend in the future studies to develop the use of lens antenna and implement clustering techniques by using different methods such as K-means clustering, hierarchical clustering, fuzzy clustering, and spectral clustering.
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