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Abstract—Considerable effort has been focused on efficient error correction schemes in digital communications where the medium of transmission is unfriendly for information transmission. Also, some of such channels have certain frequency characteristics that should be considered during system designs. Permutation coding (PC) has been reported as being capable of spectral shaping, by manipulating channel symbols in such a way that the frequency energy of the transmitted signal is concentrated towards certain areas of the frequency spectrum. We, therefore, report an extension operation that enables the generation of a new PC from a source PC that is capable of spectrum shaping, while still maintaining its spectral shaping capability. A mathematical expression that can predict the low energy sections of the codebook’s spectrum is also presented, together with their lower and upper bounds. An added advantage of the proposed scheme is that better error correction is attainable due to the way the extension is introduced.

Index Terms—Channel coding, code extension, error correction, permutation codes, power line communications, spectral shaping

I. INTRODUCTION

In a bid to overcome communication challenges such as zero frequency components, baseline wanders and the need to meet specific spectrum behavior in communication designs, it is pertinent to involve the use of coded modulation schemes that can assist in directing a signal’s spectrum energy towards certain sections of the spectrum. This is otherwise known as spectrum shaping. In the literature, a number of spectrum shaping schemes have been reported [1]–[6]. Non-binary Permutation Coding (PC) sequences were used in [1] to manipulate PAM channel symbols to achieve spectral shaping. The spectrum of the sequences exhibit spectral nulls at rational sub-multiples of the symbol frequency. Also, the authors in [2] reported a special form of PC called the injection coding in concatenation with PAM symbols for achieving spectral shaping. The injection coding was derived from a conventional PC by shortening its codeword length.

In channel coding, the Hamming distance \(d\), which is the pairwise comparison of the positions of individual code symbols in two codewords of the same codebook, is used to define the error-correcting capability of a codebook [7]. One major challenge in spectral shaping PCs is, however, the low minimum Hamming distance \(d_{\text{min}}\), which is the minimum value of \(d\) obtainable from a codebook \(C\). For instance, all the spectral shaping PCs reported in [5] have a \(d_{\text{min}}\) of 2. Despite the fact that such codebooks are capable of shaping the spectrums of the transmitted signals, so as to achieve certain design requirements, the robustness of such a system against channel errors is negatively affected. With a view to fostering the robustness of spectral shaping PCs, we therefore report a new approach, which can improve the \(d_{\text{min}}\) of such codebooks.

There are a number of ways to improve the Hamming distance profile of codebooks. One way to achieve this is the use of the upper bound of the codebook’s cardinality \(|C|\) to construct the codebook while the \(d_{\text{min}}\) is predetermined. Such a bound is defined using the relationship [8]:

\[|C| \leq \frac{M!}{(d_{\text{min}} - 1)!},\]  

where \(M\) is the codeword length. However, other constraints, other than the \(d_{\text{min}}\), are considered in constructing spectral shaping codebooks so as to meet the desired spectrum pattern. Code extension is another approach that can be employed in improving codebooks’ Hamming distance profile [9]–[13]. For example, a partition and extension approach was reported in [10] to produce new permutation arrays with better Hamming distance. Code extension has also been reported for applications such as audio coding as reported in [14] and [15].

The approach reported in this paper, therefore, involves extending the \(M\) of a source PC that is capable of spectral shaping. Due to the fact that the codeword length of the target codebook (denoted by \(M'\)) is greater than the \(M\) of the source PC, we are able to attain higher \(d_{\text{min}}\), if the extension is properly introduced, and, at the same time, retain the spectral shaping capability of the source PC. An expression, which can be used to determine the possible spectrum variation resulting from the extension symbols in the codebook, is also derived. A similar expression has been reported in [2], but in the context of injection/puncturing. As such, this work can be regarded as an additional work on [2].
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Section II of this paper provides a brief description of permutation coding and error-correcting capability in relation to $d_{\text{min}}$. In Section III, we describe how spectral shaping can be achieved using PAM modulated PC symbols. The proposed extended permutation coding scheme is described in Section IV, and using propositions, analyses on the spectral attributes of the proposed scheme are presented therein. In Section V, we present some results obtained from comparing the spectrums and performances of the proposed scheme and those of the conventional spectral shaping PCs. We conclude the paper in Section VI.

II. PERMUTATION CODING

Channel coding, otherwise known as forward error-correction coding (FEC), is the process of introducing redundant/overhead information in the transmitted signal, so as to mitigate against the channel impairments. This is achieved by transforming the useful user data from one form to another. In permutation coding (PC), binary user data is transformed into non-binary sequence of codewords, each containing $M$ non-repetitive symbols \cite{16-19}. The value of $M$ is also regarded as the codeword length.

A typical mapping of binary data onto PC symbols is

$$
\begin{array}{cccc}
00 & 10 & 01 & 11 \\
2 & 3 & 1 & 0 \\
1 & 3 & 2 & 0 \\
0 & 1 & 3 & 2 \\
\end{array}
$$

(2)

PC symbols

The cardinality $|C|$ of a codebook is the total number of codewords therein, and it is upper bounded by (1). Given a PC codebook with codeword length $M$, symbol size $q$ and cardinality $|C|$, the code rate $R$ is given by

$$
R = \frac{\log_2 |C|}{M \log_2 q}.
$$

(3)

The numerator of (3) is the number of bits mapped to $M$ PC symbols, while the denominator is the bit equivalent of the PC symbols. Using (2) as an example, we see that $M = q = 4$ and $|C| = 4$. The code rate is, therefore,

$$
R = \frac{\log_2 4}{4 \log_2 4} = \frac{2}{8} = 0.25.
$$

(4)

This implies that 2 bits are mapped to 4 PC symbols whose bit equivalent is 8 bits. The redundant bits introduced here is given by

$$
M \log_2 q - \log_2 |C|.
$$

(5)

which, in this example is $8 - 2 = 6$.

In terms of the $d_{\text{min}}$, a codebook is capable of detecting $t$ errors according to the expression \cite{7}

$$
t \leq d_{\text{min}} - 1.
$$

(6)

and it is capable of correcting $t/2$ errors. Hence, a system with improved error-correcting capability is achievable if its $d_{\text{min}}$ is increased, but at the cost of decreasing the code rate \cite{20}.

A. PC Distance Profile

Let us denote $d_{ij}$ as the Hamming distance between the $i$-th and $j$-th codewords in a permutation codebook. The distance profile of each codeword (i.e., the various values of distances $d_{ij}$ contributed by the codeword) can be analysed by representing these $d_{ij}$ in a matrix denoted by $E$. Let us demonstrate this using the PC \{0 1 2 3, 1 2 3 0, 0 1 3 2, 3 0 1 2\}. Its matrix $E$ is given by

$$
E = \begin{pmatrix}
0123 & 1230 & 0132 & 3012 \\
1230 & 4 & 0 & 3 & 4 \\
0132 & 2 & 3 & 0 & 3 \\
3012 & 4 & 4 & 3 & 0 \\
\end{pmatrix}.
$$

(7)

From the matrix in (7), codeword \{0 1 3 2\}, for instance, contributes distance 2 once, and distance 3 twice. By considering all the codewords, we can infer that cumulatively, distance 2 appears 2 times, distance 3 appears 4 times, while distance 4 appears 6 times.

B. PC Distance Profile Optimization

Using the distance profile depicted by the matrix $E$ of a codebook, we are able to optimize codebooks by replacing any codeword that contributes unwanted distance in the codebook. This is best illustrated using the sample codebook from (7).

By observation, we see that the codeword \{0 1 3 2\} contributes non-optimal distances 2 and 3, while all other codewords contribute only distance 4. In order to optimize the distance profile, the symbols of the codeword \{0 1 3 2\} need to be re-permutated so as to get rid of the unwanted distances. In this regard, the best symbol permutation of the codeword is \{2 3 0 1\}, which contributes only distance 4. The resulting matrix $E$ is given by

$$
E = \begin{pmatrix}
0123 & 1230 & 2301 & 3012 \\
0123 & 0 & 4 & 4 & 4 \\
1230 & 4 & 0 & 4 & 4 \\
2301 & 4 & 4 & 0 & 4 \\
3012 & 4 & 4 & 4 & 0 \\
\end{pmatrix}.
$$

(8)

III. SPECTRAL SHAPING USING PERMUTATION CODING

In data transmission, spectral shaping is said to be achieved if data-containing alphabets can be permuted in such a way that a considerable amount of the signal energy is directed towards a predetermined range of the frequency spectrum. If the spectrum is zero at specific equal intervals of the frequency, spectral nulls are said to be achieved.
Given a permutation codebook \( \mathcal{C} \) comprising of \( |\mathcal{C}| \) codewords/sequences \( C_i = \{c_0, c_1, \ldots, c_M-1\} \), with \( M \) being their word length, each element \( c_i \) in \( C_i \) can be mapped to a corresponding channel symbol \( x_i \). With this, the amplitude-phase frequency spectrum \( s_T \) of the discrete signal is given by [21]

\[
s_T = \sum_{i=0}^{M-1} x_i e^{-j2\pi fT(i+1)},
\]

where \( T \) is the duration of the channel symbol \( x_i \). Since \( \mathcal{C} \) is composed of \( |\mathcal{C}| \) sequences, its average power spectral density (PSD) can be expressed as

\[
S = \frac{1}{|\mathcal{C}|M} \sum_{\tau=1}^{|\mathcal{C}|} |s_T|^2.
\]

To make \( S \) become 0 (i.e., spectral null) at certain chosen frequencies, \( M \) is made to be a multiple of an integer \( G \) during the code design [22]. This implies that

\[
M = gG,
\]

with \( g \) being an integer as well. With this, we can say that each \( C_i \) consists of symbols \( c_i \) grouped into \( G \) groups, each consisting of \( g \) symbols. Hence, using a normalized frequency spectrum, the codebook exhibits spectral nulls at \( k \) multiples of \( 1/G \), where \( k = 0, 1, \ldots, G \), if the expression [21], [22]

\[
A_0 = A_1 = \cdots = A_{G-1}
\]

is satisfied, where

\[
A_i = \sum_{n=0}^{g-1} x_{i+nG}, \quad i = 0, 1, \ldots, G - 1.
\]

To achieve spectral shaping, any modulation scheme, whose constellations are symmetrical, can be employed. As done in [2], [3] and [5], PAM symbols were combined with permutation schemes to achieve spectral shaping. Also, QAM constellations are symmetrical since its symbols can be built from two orthogonal PAM components. Thus, this makes it suitable for a similar application. However, for the purpose of simplicity, we shall stick to a PAM system in this work.

As presented in [2], provided that even symbol size \( q \) is involved, PC symbols can be mapped to PAM channel symbols using

\[
\begin{pmatrix}
0 & 1 & \cdots & M-2 & M-1 & M-1 & -M-1 & -(M-1) & \cdots & -3 & -2 & -1 & 0 & \frac{1}{2} & \frac{1}{2} & M-2 & M-1 & -M-1 & -(M-1) & \cdots & -3 & -2 & -1 & 0 & \frac{1}{2} & \frac{1}{2}
\end{pmatrix},
\]

where, in PC, \( M = q \).

**Example 1:** Consider a permutation codebook as in (2) with its corresponding PAM symbol mappings given by

\[
\begin{align*}
C_1 &= 2 3 1 0 \quad \Rightarrow \quad X_1 = \begin{pmatrix} 0.5 + 1.5 & 1.5 - 0.5 \end{pmatrix} \\
C_2 &= 3 2 0 1 \quad \Rightarrow \quad X_2 = \begin{pmatrix} 0.5 + 1.5 + 0.5 - 1.5 \end{pmatrix} \\
C_3 &= 2 0 1 3 \quad \Rightarrow \quad X_3 = \begin{pmatrix} 0.5 - 1.5 - 0.5 + 1.5 \end{pmatrix} \\
C_4 &= 1 0 2 3 \quad \Rightarrow \quad X_4 = \begin{pmatrix} -0.5 - 1.5 & 1.5 + 0.5 \end{pmatrix}
\end{align*}
\]

By applying (13) to codeword \( C_1 \) whose channel sequence is \( X_1 \), we have that

\[
A_0 = x_0 + x_3 = -1.5 + 1.5 = 0 \quad \text{and} \quad A_1 = x_1 + x_3 = -0.5 + 0.5 = 0,
\]

if \( g = 2 \) and \( G = 2 \). The same solution applies to the other codewords \( C_2 \) to \( C_4 \). Since \( A_0 = A_1 \), this implies that the codebook in (15) will exhibit spectral nulls at \( k \) sub-multiples of \( 1/G \), where \( k = 0, 1, 2 \). This is evident in the spectrum presented in Fig. 1 using a normalized frequency range.

Let us denote the column indices of the codebook as \( i \), where \( i = 0, 1, \ldots, M - 1 \). A close look at (15) shows that all channel symbols in column \( i = 0 \) are the exact complement of the corresponding symbols in column \( i = 2 \). Also, all symbols in column \( i = 1 \) are the complements of those in column \( i = 3 \). This implies that the first half (i.e., \( M/2 \)) of the entire columns in the codebook is the exact complement of the remaining half. This may not be applicable for cases where \( q \) is not even.

![Fig. 1. The spectrum of an M = 4 PC.](image)

**IV. EXTENDED PERMUTATION CODING AND SPECTRAL SHAPING**

Having discussed the significance of \( d_{\text{min}} \) in Section II, the essence of code extension is to increase the value of this variable, so as to improve the codebook’s error-correction capability. Here, we make use of a simple algorithm which involves generating and appending additional code symbol(s) to every codeword of a source permutation codebook. In other words, additional column(s) is/are appended to a source codebook to derive a new target codebook. This is as illustrated in Fig. 2 using the same codebook in (2) as the source PC.

The symbols in the appended column are selected such that the summation of all elements in the column is the
same as the summation for each of the other columns. Another criteria considered is to ensure that the resulting $d'_{\text{min}}$ of the target codebook is $d'_{\text{min}} \geq d_{\text{min}} + \delta$, where $\delta$ is the number of column(s) appended, and any variable with the superscript (') stands for extended PC. This is achieved by observing the matrix $E$ of the codebook and then iteratively substituting the appended symbol per each codeword, such that its contribution in the codebook does not make the $d'_{\text{min}} < d_{\text{min}} + \delta$, as described in the distance optimization approach presented in Section II.

### A. Relationship between PC and Extended PC

By considering the scenario in Fig. 2, we can see that the source PC is of a codeword length $M = 4$ with a minimum Hamming distance $d_{\text{min}} = 2$, while that of the target codebook is $M' = 5$ with $d'_{\text{min}} = 3$. It should however be noted that the resulting codebook’s rate is reduced if $M$ is increased, while $|C|$ is fixed. By using (3), we can compute the rate loss $R_{\text{loss}}$ in % as

$$R_{\text{loss}} = \frac{R - R'}{R} \times 100\%.$$  \hspace{1cm} (17)

Rate losses for different scenarios of $M' = M + \delta$, with $|C'| = |C|$, are depicted in Fig. 3. As $M$ increases, the rate loss decreases. Thus, we can generalize the relationship between a source PC and an extended codebook in terms of codeword length $M$, minimum Hamming distance $d_{\text{min}}$, cardinality $|C|$, code rate $R$ and symbol size $q$ using the expression

$$f(H_{\text{min}}, H_{\text{min}}, M', M, R, R, |C'|, |C|) \equiv \begin{cases} d'_{\text{min}} > d_{\text{min}} & \text{if } |C'| = |C|, \\ R' < R & \text{and} \\ M' > M & \text{if } Q = q. \end{cases}$$  \hspace{1cm} (18)

### B. Spectrum Attributes of Extended Spectral Shaping PC

Since an extended PC can be derived from a spectral shaping PC, the challenge is to determine if the spectral shaping capability can be retained or not. We shall continue to use the example codebooks presented in Fig. 2 for the purpose of illustration. After mapping the target PC to its corresponding channel symbols, the resulting spectrum is shown as the second curve (dashed line) in Fig. 4. According to the figure, the amplitude of the spectrum of the source PC is approximately zero at certain frequency intervals defined by $k/G$, where $k = 0, 1, 2$ and $G = 2$. In other words, the spectrum curve is touching the frequency axis (i.e., zero amplitude) at $k$ sub-multiples of $1/G$. At any other region in the spectrum, the amplitudes are non-zero. In the case of the extended PC, the spectrum exhibit low-energy contents (i.e., notches) at the same sub-multiples of $1/G$ with an elevated offset above the frequency axis. This offset is what is termed the frequency variation $\vartheta$, as defined in [2] and [3].

\[ \vartheta|_{f=k/G} = \frac{1}{|C|/(M + \delta)} \sum_{\tau=1}^{k'} |c'_{\tau}|^2, \]  \hspace{1cm} (19)
where

\[ s'_t = \sum_{i=1}^{(h+\delta)-1} x_i e^{-j2\pi fT(i+1)}, \]  \hspace{1cm} (20)

\( \delta \) is the number of columns appended to the source PC, \( h \) is the index of the appended column, and \( k = 0, 1, \ldots, G. \)

**Proof:** By comparing (19) with (9), we observe that (19) represents the spectrum of \( \delta \) number of columns appended to the source PC. As identified in Section III, each column of the source PC has its exact complement in the entire codebook after being mapped to channel symbols, with \( q \) being even. This implies that, at \( f = k/G \), the spectral null source PC will have \( s_t = 0 \). However, if additional \( \delta \) column(s) is/are appended, this implies that the solution to (9) is based on only the appended column(s), since all \( M \) columns of the source PC reduces to zero at \( f = k/G \). In other words, the spectrum of the resulting target extended PC, if evaluated at \( f = k/G \), is the same as the spectrum of the column appended, which is the variation \( \theta \) above zero in the spectrum. This thus proves (19).

**Proposition 2:** At \( f = k/G \) frequency sub-multiples, the spectrum variation \( \theta \) of a target extended PC has a minimum and maximum possible value bounded by

\[ \frac{1}{4(M+1)} \leq \theta|_{f=k/G} \leq \frac{M+1}{4}, \]  \hspace{1cm} (21)

if only \( \delta = 1 \) column is appended, where \( k = 0, 1, \ldots, G. \)

**Proof:** As done in [2], we can employ the mapping expression in (14) to prove this. For an even symbol size \( q \), where \( q = M \), the minimum absolute channel symbol, according to (14), will be \(-1/2\) or \(+1/2\), which both have the same value. Also, the maximum absolute channel symbol can either be \(-(M-1)/2\) or \(+(M-1)/2\), which are also of the same value.

Now, considering the case where \( \delta = 1 \) column is added to a source PC to generate the target extended PC, the lowest spectrum notch that is obtainable, in the best case scenario, will be when all symbols in the appended column are a mixture of only \(-1/2\) and \(+1/2\). Based on this, (19) can be evaluated at any \( f = k/G \) frequency as

\[ \frac{L((1/2)^2)}{L(M+1)} = \frac{(1/2)^2}{(M+1)} = \frac{1}{4(M+1)}, \]  \hspace{1cm} (22)

since \( \delta = 1 \). We can then infer that any channel symbol combination in the appended column can not yield any spectrum notch value (i.e., \( \theta \) that is less than (22)).

Also, in the worst case scenario, if the column appended to the source PC contains a mixture of only \(-(M-1)/2\) and \(+(M-1)/2\), we can evaluate (19) at any \( f = k/G \) frequencies as

\[ \frac{L((M+1)/2)^2}{L(M+1)} = \frac{(M+1)/2)^2}{(M+1)} = \frac{(M+1)^2}{4(M+1)} = \frac{M+1}{4}, \]  \hspace{1cm} (23)

since \( \delta = 1 \). Thus, we can infer that any channel symbol combination in the appended column can not yield any notch value that is greater than (23) at \( f = k/G \) sub-frequencies. Hence, both (22) and (23) thus prove (21) in the proposition.

In the event that \( \delta > 1 \) columns are appended to the source PC, **Proposition 2** may not be applicable. For example, assuming \( \delta = 2 \), it is possible that one of the appended columns is an exact complement of the other. This means that the solution of (19) reduces to zero, thereby causing the spectrum notches to remain on the zero level as in the case of the source PC. Further work on cases where \( \delta > 2 \) is left for future work.

**V. ANALYSIS AND PERFORMANCE RESULTS**

Here, we shall present some spectral null PCs, out of which corresponding target extended PCs are derived with emphasis on cases where \( \delta = 1 \). Their rates \( R' \), error-detecting capabilities \( t \) and spectrum curves shall be presented and discussed. Henceforth we shall denote a spectral null PC by a notation \( C(M,G) \) and the corresponding extended PC by \( C'(M',G,h) \), where \( h \) is the column position of the appended symbols.

Table I shows a \( C(4,2) \) spectral null PC together with its extended versions \( C'(5,2,4) \) and \( C'(5,2,0) \). As shown in the table, \( C(4,2) \) is able to detect \( t = 1 \) error, according to (6), since \( d_{min} = 2 \). Also, since \( d'_{min} = 3 \), \( C'(5,2,4) \) is capable of detecting \( t' = 2 \) errors. Using (3), the rates for these two codebooks are computed as

| \( M = 4, G = 2 \) SPECTRAL NULL PC AND CORRESPONDING TARGET EXTENDED PC WITH SPECTRAL SHAPING |
|---|---|---|
| \( C(4,2) \) | \( d_{min} = 2 \) | \( d'_{min} = 3 \) |
| \( q = 4 \) | \( q' = 4 \) | \( q' = 4 \) |
| \( 0 \ 1 \ 3 \ 2 \) | \( 0 \ 1 \ 3 \ 2 \) | \( 0 \ 1 \ 3 \ 2 \) |
| \( 1 \ 0 \ 2 \ 3 \) | \( 1 \ 0 \ 2 \ 3 \) | \( 1 \ 0 \ 2 \ 3 \) |
| \( 0 \ 2 \ 3 \ 1 \) | \( 0 \ 2 \ 3 \ 1 \) | \( 0 \ 2 \ 3 \ 1 \) |
| \( 2 \ 0 \ 1 \ 3 \) | \( 2 \ 0 \ 1 \ 3 \) | \( 2 \ 0 \ 1 \ 3 \) |
| \( 3 \ 1 \ 0 \ 2 \) | \( 3 \ 1 \ 0 \ 2 \) | \( 3 \ 1 \ 0 \ 2 \) |
| \( 1 \ 3 \ 2 \ 0 \) | \( 1 \ 3 \ 2 \ 0 \) | \( 1 \ 3 \ 2 \ 0 \) |
| \( 3 \ 2 \ 0 \ 1 \) | \( 3 \ 2 \ 0 \ 1 \) | \( 3 \ 2 \ 0 \ 1 \) |
| \( 2 \ 3 \ 1 \ 0 \) | \( 2 \ 3 \ 1 \ 0 \) | \( 2 \ 3 \ 1 \ 0 \) |

\[ R = \frac{\log_2 |C|}{M \log_2 q} = \frac{\log_2 8}{4 \log_2 4} = 0.375 \text{ and } \]
\[ R' = \frac{\log_2 |C'|}{M \log_2 q'} = \frac{\log_2 8}{5 \log_2 4} = 0.3. \]  \hspace{1cm} (24)

Because \( |C| = |C'| = 8 \), rate loss, when an additional \( \delta = 1 \) column is appended to the source PC, is computed as

\[ R_{loss} = \frac{R - R'}{R} \times 100\% = \frac{0.375 - 0.3}{0.375} \times 100\% = 20\%. \]  \hspace{1cm} (25)
Also, according to (21), the lower and upper bounds for the spectrum notches of the extended PC are given by
\[
\frac{1}{20} \leq \vartheta |_{f=k/G} \leq \frac{5}{4},
\]  
(26)

The variation \( \vartheta \) at frequency sub-multiples of \( f = k/G \), where \( k = 0, 1, 2 \) and \( G = 2 \), is calculated from (19) as
\[
\vartheta |_{f=0} = \vartheta |_{f=1/2} = \vartheta |_{f=1} = 0.25,
\]  
(27)

which falls within the bounds calculated in (26).

The spectrums of these codebooks (i.e., \( \mathcal{C}(4,2) \) and \( \mathcal{C}'(5,2,4) \)) are as shown in Fig. 5. Based on our prediction, the two codebooks exhibit spectral shaping characteristics, with their notches appearing at \( f = 0, 1/2 \) and 1. More so, the notches of the extended PC appear at the same values computed in (27).

To demonstrate the significance of \( h \), which defines the column position of the appended symbols, the target \( \mathcal{C}'(5,2,0) \) codebook was derived (see Table I) by appending the symbols at \( h = 0 \) (i.e., the first column). The same variation \( \vartheta \) at \( f = k/G \) is observed as in the case of \( \mathcal{C}'(5,2,4) \) (see Fig. 5).

The results obtained by simulating the three schemes in Table I, under additive white Gaussian noise (AWGN), are presented in Fig. 6. An uncoded 4PAM scheme was simulated alongside the schemes, so as to validate the correctness of the simulations. Since both schemes \( \mathcal{C}(5,2,4) \) and \( \mathcal{C}(5,2,0) \) have higher error-detecting capabilities, they exhibit a better and overlapping performance than the \( \mathcal{C}(4,2) \) scheme.

Table II: \( M = 6, G = 3 \) Spectral Null PC and Corresponding Target Extended PC with Spectral Shaping

<table>
<thead>
<tr>
<th>( \mathcal{C}(6,3) )</th>
<th>( \mathcal{C}'(7,3,6) )</th>
<th>( \mathcal{C}'(7,3,0) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d'_\text{min} = 2 )</td>
<td>( d'_\text{min} = 3 )</td>
<td>( d'_\text{min} = 3 )</td>
</tr>
<tr>
<td>( q = 6 )</td>
<td>( q' = 6 )</td>
<td>( q' = 6 )</td>
</tr>
<tr>
<td>0 1 2 5 4 3</td>
<td>0 1 2 5 4 3</td>
<td>0 1 2 5 4 3</td>
</tr>
<tr>
<td>1 0 2 4 5 3</td>
<td>1 0 2 4 5 3</td>
<td>1 1 0 2 4 5 3</td>
</tr>
<tr>
<td>5 1 2 0 4 3</td>
<td>5 1 2 0 4 3</td>
<td>2 5 1 2 0 4 3</td>
</tr>
<tr>
<td>1 5 2 4 0 3</td>
<td>1 5 2 4 0 3</td>
<td>5 1 5 2 4 0 3</td>
</tr>
<tr>
<td>0 4 2 5 1 3</td>
<td>0 4 2 5 1 3</td>
<td>4 0 4 2 5 1 3</td>
</tr>
<tr>
<td>4 0 2 1 5 3</td>
<td>4 0 2 1 5 3</td>
<td>3 4 0 2 1 5 3</td>
</tr>
<tr>
<td>5 4 2 0 1 3</td>
<td>5 4 2 0 1 3</td>
<td>1 5 4 2 0 1 3</td>
</tr>
<tr>
<td>4 5 2 1 0 3</td>
<td>4 5 2 1 0 3</td>
<td>0 4 5 2 1 0 3</td>
</tr>
<tr>
<td>0 1 3 5 4 2</td>
<td>0 1 3 5 4 2</td>
<td>4 0 1 3 5 4 2</td>
</tr>
<tr>
<td>1 0 3 4 5 2</td>
<td>1 0 3 4 5 2</td>
<td>5 1 0 3 4 5 2</td>
</tr>
<tr>
<td>5 1 3 0 4 2</td>
<td>5 1 3 0 4 2</td>
<td>3 5 1 3 0 4 2</td>
</tr>
<tr>
<td>1 5 3 4 0 2</td>
<td>1 5 3 4 0 2</td>
<td>0 1 5 3 4 0 2</td>
</tr>
<tr>
<td>0 4 3 5 1 2</td>
<td>0 4 3 5 1 2</td>
<td>1 0 4 3 5 1 2</td>
</tr>
<tr>
<td>4 0 3 1 5 2</td>
<td>4 0 3 1 5 2</td>
<td>2 4 0 3 1 5 2</td>
</tr>
<tr>
<td>5 4 3 0 1 2</td>
<td>5 4 3 0 1 2</td>
<td>5 5 4 3 0 1 2</td>
</tr>
<tr>
<td>4 5 3 1 0 2</td>
<td>4 5 3 1 0 2</td>
<td>4 4 5 3 1 0 2</td>
</tr>
</tbody>
</table>

The spectral null source PC in Table II is able to detect \( t = 1 \) symbol error, while the target PCs \( \mathcal{C}(7,3,6) \) and \( \mathcal{C}'(7,3,0) \) are able to detect two symbol errors.

The rates of the source and target codebooks are \( R = 0.2579 \) and \( R' = 0.2211 \), as computed from (3). The two extended PCs have the same rate since they have the same \( |\mathcal{C}'| \) and \( M' \). An \( R \text{loss} = 14\% \) rate loss is experienced due to the addition of \( \delta = 1 \) column to the source PC.

Also, the two extended PCs have the same lower and upper bounds for the spectrum notches, and these are respectively 1/28 and 7/4, as calculated from (21). The variation \( \vartheta \) at frequency sub-multiples of \( f = k/G \), where \( k = 0, 1, 2 \) and \( G = 3 \), is 0.4643, as calculated from (19). This falls within the calculated bounds.

Fig. 7 shows the spectrums of the \( \mathcal{C}(6,3) \), \( \mathcal{C}(7,3,6) \) and \( \mathcal{C}'(7,3,0) \) codebooks. As predicted, the spectral null PC and the two extended PCs exhibit spectral shaping characteristics, having notches at \( f = 0, 1/3, 2/3 \) and 1. The notches of the extended PCs also appear at the same computed values of \( \vartheta = 0.4643 \).
As their error-detecting capabilities show, Schemes $C'(7,3,6)$ and $C'(7,3,0)$ are able to outperform the $C(6,3)$ PC scheme under an AWGN channel, as shown in Fig. 8. An uncoded 8PAM scheme was also used to validate the simulations.

For $M = 8$, we shall evaluate a $C(8,4)$ spectral null PC with $|C| = 32$, from which $C'(9,4,8)$ and $C'(9,4,0)$ are generated (see Table III). Using (3), the rates are computed as $R = 0.1667$ (for the source PC) and $R' = 0.1481$ (for the two extended PCs) with $R_{\text{loss}} = 11\%$.

The lower and upper bounds for the spectrum notches of the two extended PCs are $1/36$ and $9/4$ respectively, and their $\varrho$ at $f = k/G$, where $k = 0, 1, 2, 3, 4$ and $G = 4$, is calculated to be 0.5833.

Fig. 9 shows the spectrums of the $C(8,4)$, $C'(9,4,8)$ and $C'(9,4,0)$ codebooks. The spectral null PC and the two extended PCs are also seen to exhibit spectral shaping characteristics, with their notches appearing at $f = 0$, $1/4$, $1/2$, $3/4$ and $1$.

<table>
<thead>
<tr>
<th>$C(8,4)$</th>
<th>$C'(9,4,8)$</th>
<th>$C'(9,4,0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\text{min}} = 2$</td>
<td>$d_{\text{min}} = 3$</td>
<td>$d_{\text{min}} = 3$</td>
</tr>
<tr>
<td>$q' = 8$</td>
<td>$q' = 8$</td>
<td>$q' = 8$</td>
</tr>
<tr>
<td>012375654</td>
<td>012375642</td>
<td>201237564</td>
</tr>
<tr>
<td>012367554</td>
<td>012367543</td>
<td>310237543</td>
</tr>
<tr>
<td>012476553</td>
<td>012476535</td>
<td>501247653</td>
</tr>
<tr>
<td>102467553</td>
<td>102467531</td>
<td>110246753</td>
</tr>
<tr>
<td>015376246</td>
<td>015376247</td>
<td>701537624</td>
</tr>
<tr>
<td>105367246</td>
<td>105367246</td>
<td>610536724</td>
</tr>
<tr>
<td>015476233</td>
<td>015476234</td>
<td>401547623</td>
</tr>
<tr>
<td>105467233</td>
<td>105467235</td>
<td>510546723</td>
</tr>
<tr>
<td>062371541</td>
<td>062371541</td>
<td>106237154</td>
</tr>
<tr>
<td>062471534</td>
<td>062471534</td>
<td>406247153</td>
</tr>
<tr>
<td>062471533</td>
<td>062371533</td>
<td>360247153</td>
</tr>
<tr>
<td>065471243</td>
<td>065471246</td>
<td>606547124</td>
</tr>
<tr>
<td>065471247</td>
<td>065471247</td>
<td>640654712</td>
</tr>
<tr>
<td>71230654</td>
<td>71230654</td>
<td>771230654</td>
</tr>
<tr>
<td>17236054</td>
<td>172360546</td>
<td>617236054</td>
</tr>
<tr>
<td>17240653</td>
<td>172406534</td>
<td>471240653</td>
</tr>
<tr>
<td>17246053</td>
<td>172460535</td>
<td>517246053</td>
</tr>
<tr>
<td>17530624</td>
<td>175306240</td>
<td>701530624</td>
</tr>
<tr>
<td>175360241</td>
<td>175360241</td>
<td>117536024</td>
</tr>
<tr>
<td>17540623</td>
<td>175406233</td>
<td>371540623</td>
</tr>
<tr>
<td>17546023</td>
<td>175460232</td>
<td>217546023</td>
</tr>
<tr>
<td>76240154</td>
<td>762401546</td>
<td>676240154</td>
</tr>
<tr>
<td>76240154</td>
<td>762401532</td>
<td>276240153</td>
</tr>
<tr>
<td>67221054</td>
<td>672210547</td>
<td>672210547</td>
</tr>
<tr>
<td>67241053</td>
<td>672410532</td>
<td>267241053</td>
</tr>
<tr>
<td>67530124</td>
<td>765301241</td>
<td>176530124</td>
</tr>
<tr>
<td>67531024</td>
<td>675310240</td>
<td>675310240</td>
</tr>
<tr>
<td>67540123</td>
<td>675401230</td>
<td>675401230</td>
</tr>
<tr>
<td>67540123</td>
<td>675401233</td>
<td>367541023</td>
</tr>
<tr>
<td>67541023</td>
<td>675410233</td>
<td>367541023</td>
</tr>
</tbody>
</table>
Fig. 10. The performances of an $M = 8$, $G = 4$ spectral null PC and corresponding extended PCs under AWGN channel.

Similarly, Schemes $C'(9,4,8)$ and $C'(9,4,0)$ also outperform the $C(8,4)$ PC scheme under an AWGN channel, as shown in Fig. 10.

For all the scenarios considered, we see that the rate loss reduces as $M$ increases. We also see that the same variation $\vartheta$ is experienced if the appended column is appended at the first or the last column of the source PC. Since the resulting extended PC still retains the spectral shaping capability of the source PC, it therefore offers an advantage of achieving increased minimum Hamming distance, which is a good attribute needed for error correction.

Fig. 11. Illustrating spectral notch drift for a case where $h = 2$.

It should be noted that the index $h$ of the appended columns in this work has been limited to $h = 0$ and $h = M - 1$. Cases where $1 \leq h < M - 1$ constitute a special case. For instance, if the appended column for the cases considered in Table I is $h = 2$ (i.e., $C'(5,2,2)$), the resulting spectrum constitutes a spectrum drift which is a function of $\eta$. Here, $\eta$ is the amount by which the spectrum notches deviate from the expected positions. The spectrums of $C(4,2)$ and $C(5,2,2)$ are as shown in Fig. 11. The spectrum notches of $C'(5,2,2)$ are seen to be at sub-multiples of frequency $1/(G - \eta)$. Details on such cases are left for future work.

VI. CONCLUSION

In this paper, we have reported a special form of non-binary coding scheme, which is capable of spectrum shaping at certain frequency sub-multiples. This involves a systematic extension of the codeword length of an existing spectral null permutation codebook, to achieve a new codebook with improved minimum Hamming distance, which in turn assists in better error correction, without losing the spectral shaping capability of the source codebook. The proposed extended spectral shaping permutation coding scheme is a good candidate for satisfying specific transmission requirements, and can, as well, be useful in multiplexing, storage system design or digital recording. More so, since this is used in conjunction with PAM systems, it may be employed in applications such as LAN systems and fiber channels. It should, however, be noted that most of the analyses carried out were limited to cases where $\delta = 1$. Future work to be done shall consider cases where $\delta > 1$.
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