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Abstract —The development of the Fifth Generation (5G) New 

Radio (NR) provides several significant advantages when 

compared to the fourth generation (4G) Long Term Evolution 

(LTE) in mobile communications. Due to the outstanding 

characteristics of Low-Density Parity-Check (LDPC) codes 

such as high decoding performance, high throughput, low 

complexity, they have been accepted as the standard codes for 

the 5G NR. In this paper, we propose two LDPC decoding 

algorithms: Hybrid Offset Min-Sum (HOMS) and Variable 

Offset Min-Sum (VOMS), which are aimed at improving the 

error correction performance. The main idea of the 

HOMS/VOMS algorithm is to apply modified factors to both 

variable-nodes and check-nodes updated processing in order to 

compensate the extrinsic messages overestimation of the MS-

based algorithms and increase the protection ability for degree-1 

variable-nodes. The simulation results show that at the Bit-

Error-Rate (BER) of 10-5, the proposed HOMS/VOMS 

algorithm achieves the decoding gain up to 0.2 dB compared to 

the Offset Min-Sum (OMS) algorithm, with a slight increase in 

decoding complexity. 
 
Index Terms—LDPC codes, 5G New Radio, Belief propagation, 

Min-Sum decoding, Offset Min-Sum decoding 

I. INTRODUCTION 

Low-Density Parity-Check (LDPC) codes, presented 

by Robert Gallager in 1962, provide near-capacity 

performance [1]. In the last decades, LDPC codes have 

been received increasing attention because of their 

excellent performance. They are among the most widely 

used types of Forward Error Correction (FEC) codes in 

various aspects of communications standards such as 

Digital Video Broadcast (DVB) [2], wireless standards 

including IEEE 802.11 [3], and Advanced Television 

System Committee (ATSC) [4]. Especially, LDPC codes 

have been accepted by Third Generation Partnership 

Project (3GPP) as the standard codes for the enhanced 

Mobile Broadband (eMBB) data channel of the 5G 

mobile communications [5], [6]. 

LDPC codes are generally decoded by an iterative 

message-passing algorithm. The main idea of these 

algorithms is that Variable-Nodes (VN) and check-nodes 

(CN) can exchange messages with each other during each 

iteration processing. The typical decoding algorithm is 
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known as the Belief-Propagation (BP) algorithm [7]. The 

BP algorithm achieves the decoding performance very 

close to the Shannon limit [8], to the detriment of 

computational complexity and hardware implementation 

[9]. To overcome these disadvantages, the Min-Sum (MS) 

algorithm [10] was proposed by using max-log 

approximation of the check-node processing. The only 

computations required by the MS decoding are additions 

and comparisons, which solves the complexity 

significantly. Despite the low complexity is achieved, the 

minimum function in CN processing side generates an 

approximate message. This causes an overestimation of 

check-node messages, which leads to a degradation in the 

error-rate performance of the decoder. For this reason, 

many various modifications of the original MS algorithm 

were proposed such as the Offset Min-Sum (OMS) [11] 

and the Normalized Min-Sum (NMS) [12]. In these 

modified algorithms, a normalization or an offset factor is 

directly applied to the CN-update function of the original 

MS algorithm in order to compensate the overestimation 

of check-to-variable messages. However, the 

performance gap between the BP and the existing MS-

based decoding algorithms still gives room for further 

improvement in terms of the decoding performance. 

In [13], Two-Dimensional (2-D) correction schemes 

were proposed for irregular LDPC codes, which searched 

the normalization factor pair (α,β) applying for each 

variable and check-node units. These factors depended on 

the degree of the corresponding nodes. The optimal 

normalization factor pair (α,β) were obtained by using an 

iterative procedure. This process is based on parallel 

differential optimization. In terms of design complexity, 

these proposed algorithms required extra memory for 

storing the normalization factors. Moreover, they needed 

more computational complexity to choose a different 

factor for each degree. Another modification of the MS 

algorithm was the Variable Global Optimization Min-

Sum (VGOMS) algorithm [14]. It used the optimization 

scaling factor multiplied in the variable-node operation. 

To obtain the improved error correction performance, the 

Particle Swarm Optimization (PSO) technique was 

applied to determine the value of the optimal scaling 

factor. This leads to an increase in the complexity of the 

variable node implementation. The single-minimum MS 

algorithm (smMS) was presented first in [15], in which a 
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weight factor was added to the minimum value instead of 

calculating the second minimum. This approach is simple 

but has a high error floor. The improved version of the 

smMS was a variable weight smMS in [16], in which the 

correction factors depended on the iteration number. This 

algorithm gives significantly better error correction 

performance and reduces the decoder complexity. In [17], 

the Improved Offset Min-Sum (IOMS) decoder was 

proposed in order to improve the error correction 

performance. The idea of the IOMS algorithm is based on 

the OMS algorithm by adding multiplication factors to 

modify the check-node updating. These optimal factors 

were obtained by combining the Density Evolution (DE) 

[18] and simulation methods. The IOMS improved its 

performance with an acceptable increase in decoding 

complexity. 

This paper proposes two algorithms HOMS and 

VOMS aimed at improving the 5G LDPC decoder’s error 

correction performance. These proposals are originated 

from the following key causes: 

• Firstly, due to the special properties of 5G LDPC 

codes, there are a lot of degree-1 VNs in extension 

columns of base matrix, which only connected to a 

unique CN. Thus, the reliability of check-to-variable 

message has a substantial influence on these VNs. 

These VNs are weakly protected and very sensitive to 

be erroneous. As a result, they significantly affect the 

decoding performance. Therefore, in order to reduce 

the error probability of degree-1 VNs and improve the 

error correction capacity, the VNs and/or CNs 

updated processing can be affected by using the 

appropriate correction factors. 

• Secondly, from the state-of-the-art implementations, 

the error correction performance can be further 

improved based on OMS algorithm. 

Inspired by important characteristics above, it can be 

observed that 5G LDPC decoding performance can be 

improved by applying the modified factors to the VNs 

and/or CNs updated processing. Simulation results show 

that two proposed algorithms HOMS and VOMS achieve 

an enhancement decoding performance, with only slightly 

increasing decoding complexity compared to the existing 

MS-based algorithms. 

The remainder of this paper is organized as follows. In 

Section II, the basics of 5G LDPC codes and the 

proposed decoding algorithms HOMS and VOMS are 

described in detail. Section III exhibits the simulation 

results. The computational complexity of the LDPC 

decoder is analyzed in Section IV. Finally, Section V 

concludes the paper. 

II. PRELIMINARIES 

A. 5G LDPC Codes 

The LDPC codes with the length of the codeword 

length N and information block length K can be presented 

by a sparse parity-check matrix H with M rows and N 

columns where M = N  ̶̵    K. The code rate is denoted by R 

and R = K / N. Each row of H corresponds to a check-

node (CN), while each column corresponds to a variable-

node (VN). Besides, the LDPC codes can be represented 

graphically using a bipartite Tanner graph [19], in which 

each VN represents a code symbol, and each CN 

represents a parity equation. An edge connects a VN i and 

a CN j if and only if H(j,i) ̶̵= ̶̵1 ̶̵(i ̶̵= ̶̵1, ̶̵…, N; ̶̵j ̶̵= ̶̵1, ̶̵…,M). 

The number of 1’s in a column or row is called its degree. 

This bipartite graph representation is very useful for 

describing the message-passing decoding algorithms. 

In this work, a codeword c = (c1, c2, ̶̵ …, cN) of the 

LDPC code is transmitted using the Binary Phase-Shift 

Keying (BPSK) modulation, which maps the coded bits 

into a transmitted sequence x = (x1, x2, ̶̵…, ̶̵xN), according 

to xn = 1- cn,  1,n N  . The transmitted codeword x is 

affected by noise transmitted through the channel. We 

consider a codeword x that is sent over an Additive White 

Gaussian Noise (AWGN) channel model. The output of 

the channel can be described by yn = xn + zn; where zn is 

an independent Gaussian random variable with zero mean 

and variance σ2 = N0/2. An LDPC can correct the 

transmitted codes by using Message-Passing (MP) 

iterative algorithm. The main idea of this method is to 

exchange messages between CNs and VNs iteratively. 

This process is implemented repeatedly until a codeword 

has been found (i.e., it satisfies all the syndromes check 

equations), or if the maximum number of iterations has 

been reached. 

 
Fig. 1. Base matrix structure for the 5G QC-LDPC codes [22]. 

One of the classes of structured LDPC codes is Quasi-

Cyclic LDPC (QC-LDPC), which widely used in 

practical applications [20]. As a special kind of structured 

code, QC-LDPC has the rate-compatible property and can 

support multiple lifting sizes. These properties make this 

code easily adapt various information lengths and rate 

matching [21], [22]. QC-LDPC codes are generally 

specified as a base matrix B of size L×C with entries 
 

, 1i jb  −
 

   ( )1,2, , ; 1,2, , .i L j C 
 

The parity-check matrix H of a QC-LDPC code can be 

defined by expanding its base graph by an expansion 

factor Z. Thus, each entry in the base graph is replaced by 

a sparse matrix of size Z×Z, defined as follows: entries 

bi,j = -1  are replaced by the all-zero matrix and entries  

bi,j > -1 are replaced by a circulant permutation matrix, 

obtained by right shifting the identity matrix by bi,j > -1 
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positions. 5G LDPC codes use a quasi-cyclic structure, 

where the parity-check matrix (PCM) is defined by a 

smaller that enables low coding complexity. Fig. 1 shows 

the general structure of the base matrix for 5G LDPC 

codes. It can be observed that the base matrix consists of 

mainly five parts. Consider the matrix row-by-row side, 

we can see that the rows of the base matrix are divided 

into two parts: extension check rows and core check rows. 

The submatrix A corresponds to systematic bits. The 

submatrix B corresponds to the first set of parity bits. It is 

a square matrix with a dual-diagonal structure: its first 

column is of weight 3, whereas the submatrix composed 

of other columns after the first column has an upper dual-

diagonal structure. Submatrix I is an identity matrix, and 

submatrix O is an all-zero matrix. The combination of A 

and B is referred to as the core checks, and the other parts 

(O, E, and I) are referred to as the extension checks. 

Similarly, consider the matrix column-by-column side, it 

can be observed that the columns of the base matrix are 

divided into three parts: information columns, core parity 

columns, and extension parity columns. 

Accordingly, 3GPP has agreed to consider two QC-

LDPC base-matrices named BGl and BG2 with similar 

structures illustrated in Fig. 1, a 1 in the matrix indicates 

the existence of a base edge. The BG1 is targeted for 

larger information block lengths (500 ≤ ̶̵ K ̶̵ ≤ ̶̵ 8448) and 

higher rates (1/3 ̶̵ ≤ ̶̵ R ̶̵ ≤ ̶̵ 8/9), while BG2 is targeted for 

smaller information block lengths (40 ̶̵ ≤ ̶̵K ̶̵ ≤ ̶̵ 2560) and 

lower rates (1/5 ̶̵≤ ̶̵R ̶̵≤ ̶̵2/3). In this paper, base graph BG1, 

the main 5G high-rate base graph is represented. BG1 has 

22 information bit columns. Thus, any information block 

length is 22.Z where Z is called as the expansion factor. 

One of the special features in the 5G LDPC codes is the 

punctured variable-nodes. In the BG1, the leftmost two 

columns correspond to the 22.Z state bits, which are 

punctured before transmission. Its advantages are an 

improvement of performance at lower complexity and an 

effect on the number of base CNs. For BG1, the size of 

the parity-check matrix H generated is 46Z×68Z. It is 

also worth noting that, the 5G LDPC codes are irregular. 

That means the check-node degree (dc) and variable-node 

degree (dv) vary significantly. In BG1 of the 5G LDPC 

codes, dc varies from 3 to 19 and dv varies from 1 to 30 

[23]. 

B. Proposed Algorithms  

In this section, to make a further improvement of the 

error correction performance based on the OMS 

algorithm, two modified algorithms are proposed. As 

mentioned above, the LDPC decoder will stop when all 

the check equations are satisfied (i.e., all the syndromes 

check equations equal to zero). However, in practice, 

some check-nodes might be checked in error. In that case, 

there may have at least one variable-node which 

transforms the wrong message to this check-node. By the 

rule of message-passing algorithms, the messages 

updated at this check-node are not reliable and 

unexpected. Based on these observations, in this work, 

we focus on considering the improvements in error 

correction characteristics at check-nodes and/or variable-

nodes. We discuss in more detail as below. 

The following notations concern the iterative decoding 

of LDPC codes reflecting in the exchange of information 

between the VNs and CNs and will be used throughout 

the paper: 

• H(n) is the set of check-nodes connected to the 

variable-node n, also referred to as the set of neighbor 

check-nodes of n. 

• H(m) is the set of variable-nodes connected to the 

check-node m, also referred to as the set of neighbor 

variable-nodes of m. 

• H(n)\m is the set H(n) with check-node m excluded. 

• H(m)\n is the set H(m) with variable-node n excluded. 

• γn is the priori information of the decoder concerning 

variable-node n. 

• αm,n is the message sent from variable-node n to 

check-node m. 

• βm,n is the message sent from check-node m to 

variable-node n. 

• 
n  is the posteriori information provided by the 

decoder, concerning variable node n. 

The conventional OMS [11] and the proposed HOMS, 

VOMS decoding algorithms are described in detail as 

follows. 

Conventional OMS algorithm 

Step 1. Initialization: 

 

( )

( )

Pr 0 |
log

Pr 1|

n n

n

n n

x y

x y


=
=

=
 

(1) 

A priori information: 
 

,m n n =
 

(2) 

Iteration process: 

Step 2. CN-processing (Check-node processing): 

 

( ) ( ) , , ,
( )

( )

max min ,0m n m n m n
n H m n

n H m n

sgn    




 
=  − 

 


 

(3) 

where β > 0: the offset factor. 

Step 3. VN-processing (Variable-node processing): 

 

( )

, ,

m H n m

m n n m n  


= + 
 

(4) 

Step 4. AP-update (a posteriori information update): 

,

( )

n n m n

m H n

  


= +   
(5) 

Step 5. Hard decision: 

 ( )1
ˆ

2

nsgn
x

−
=

 
(6) 

At the end of each iteration, the decoder computes the 

syndrome check vector 
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ˆTs Hx=  (7) 

where x̂  is the estimation of the transmitted codeword.  

The decoder will stop the decoding process if a 

codeword has been found (i.e., s = 0), or the maximum 

number of iterations has been reached. 

First proposal: HOMS algorithm 

As can be seen above, the OMS decoding compensates 

the overestimation for all check-node messages of MS 

decoding by introducing an offset factor β ̶̵> ̶̵0 within the 

CN-processing step. This might lead to the fact that the 

decoding performance is generally reduced due to the 

influence of degree-1 VNs. To improve error correction 

performance, the proposed HOMS algorithm 

compensates the overestimation for both the check-node 

and variable-node operations. For the HOMS, the check-

node processing is modified as following: 

 

( )

( ) ( ) 

, , , ,
( ) ( )

( )

,

, ,
( )

( )

min min

max min ,0 otherwise

m n m n m n m n
n H m n H m

n H m n

m n

m n m n
n H m

n H m n

sgn if

sgn

   



  


 








  
 =  

  
= 

 
 − 

 




 

(8) 

and variable-node processing (4) in Step 3 is modified as: 

 

, , ,

( ) ( )

max ,0m n n m n m n

m H n m m H n m

sgn     

  

   
= +  −   

   
 

 
(9) 

where δ ̶̵> ̶̵0: the offset factor. 

It can be observed that in the HOMS algorithm, the 

check-to-variable messages updating seems to be a 

combination of the MS and OMS algorithms. From a 

hardware design perspective, the message sent from 

check-node m to variable-node n (i.e., βm,n), as shown in 

(3), can be found through the two first minimum values 

(called as min1 and min2, respectively) and the index of 

the smallest value among the messages sent from the set 

of variable-nodes connected to the check-node m. For the 

HOMS algorithm, we propose that the check-to-variable 

messages are calculated via only the first minimum value, 

together with its index, and the maximum value between 

the min1 ̶̵− ̶̵β and 0 as shown in (8). Although the HOMS 

algorithm requires an additional comparison and one 

subtraction, the hardware used to execute the check-node 

unit is still smaller than that of the conventional OMS 

algorithm. In order to compensate the extrinsic messages 

estimation, we propose to apply an offset factor to the 

variable-to-check messages as shown in (9). Compared to 

the original OMS algorithm, two steps CN-processing 

and VN-processing are new. 

Second proposal: VOMS algorithm 

The Variable Offset Min-Sum (VOMS) algorithm is 

almost the same as the OMS algorithm except for the 

variable-node processing step. For the VOMS, the 

variable-to-check messages updating can be described as 

following: 

 

, ,
( )

m n n m n
m H n m

    


= +  
 

(10) 

where τ ̶̵> ̶̵0: the normalization factor. 

The optimization factor pairs (β,δ) (for the HOMS 

algorithm) and (β,τ) (for the VOMS algorithm) are 

obtained by combining the Density Evolution (DE) [19] 

and simulation methods. In this work, we show the 

optimal factors for 5G LDPC codes with the codeword 

lengths of 4080 and 13056, the target Bit-Error-Rate 

(BER) of 10−5. The procedure to find the optimal factor 

pairs is discussed in detail as follows. First, δ ̶̵ (for the 

HOMS algorithm) or τ (for the VOMS algorithm) is fixed 

to 1, β is optimized by using DE. At the end of this step, 

the optimal β value is 0.4. Next, β ̶̵is fixed to its optimal 

value (i.e., 0.4 in this case study), the optimization of τ or 

δ ̶̵parameter is performed through simulation. The values 

of τ and δ are optimized such that the decoders achieve 

the error correction capacity is as close to the BP decoder 

as possible. Finally, the optimal τ or δ value is fixed, the 

optimization of β value is found again by simulation. 

Table I shows the optimal factors for the HOMS/VOMS 

at the target BER of 10−5. 

TABLE I: THE OPTIMAL FACTORS OBTAINED FOR 5G LDPC CODES 

WITH DIFFERENT CODEWORD LENGTHS  

Algorithm/Codeword lengths Value 

HOMS [This work]/4080 (β, δ) = (0.4,0.375) 

HOMS [This work]/13056 (β, δ) = (0.4,0.3) 

VOMS [This work]/4080 (β, τ) = (0.4,0.92) 

VOMS [This work]/13056 (β, τ) = (0.4,0.875) 

IOMS [17]/4080 (η, γ) = (0.4, 0.92) 

IOMS [17]/13056 (η, γ) = (0.4, 0.95) 

OMS [11]/4080 and 13056 β = 0.4 

III. SIMULATION RESULTS 

In this section, we conduct Monte Carlo simulations 

for the 5G LDPC codes. The base matrix BG1 with code 

rates 1/2, 3/4 and 2/3 is considered. The codeword 

lengths N are 4080 and 13056 corresponding to the 

expansion factor Z of 60 and 192. The maximum number 

of decoding iterations is set to 20. The decoding 

performances of the HOMS and VOMS decoders are 

illustrated and compared with the OMS, IOMS, and BP 

decoders.  

 
Fig. 2. BER performance of the HOMS for the 5G LDPC code with N = 

13056; R = 1/2, and the iteration number of 20. 
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Fig. 2 depicts the error correction performance of the 

HOMS decoding algorithm with different values of the 

parameters β, ̶̵δ and the BP algorithm. 

The 5G LDPC code is considered with the codeword 

length N = 13056, and code rate of 0.5. The simulation 

results show that both β and δ factors have a significant 

effect on the BER. For instance, with β ̶̵= 0.4 and δ ̶̵= 0.3, 

it can be seen that the HOMS algorithm gives the best 

error correction (i.e., BER curve is closer to BP) 

compared to the other ones. 

For comparison purposes, we also include the BER 

performance of the OMS, IOMS and BP decoders as 

shown in Fig. 3. In this simulation, the 5G LDPC code 

with the codeword lengths N = 4080 and N = 13056, 

code rate R = 3/4 is considered. 

 
Fig. 3. Bit-error-rate (BER) performance of different decoding 

algorithms for 5G LDPC decoder with distinct codeword lengths N = 

4080 and N = 13056, code rate R = 3/4, iteration number of 20. 

It is worth noting that at the target BER of 10−5, the 

HOMS and VOMS algorithms have similar performance, 

and improve the decoding gain up to 0.2 dB compared to 

the OMS decoding. For the codeword length of 4080, 

they provide a decoding performance slightly better than 

the BP, while lower than the BP only by 0.1 dB in the 

case of codeword length N = 13056. 

To further verify the performance of the 

HOMS/VOMS decoder, we simulate the 5G LDPC code 

with the codeword length of 13056, different code rates 

1/2, 2/3 and 3/4 as shown in Fig. 4. 

 
Fig. 4. BER performance for 5G LDPC codes with codeword length N 

= 13056, iteration number of 20, the expansion factor Z = 192 and 

different code rates 1/2, 2/3 and 3/4. 

It can be observed that the HOMS or VOMS decoder 

achieves the decoding gain close to the BP decoder (gap 

of 0.1 dB). Both HOMS and VOMS algorithms have 

almost the same decoding performance for all three code 

rates. In addition, they obtain the decoding gain of nearly 

0.9 dB and 0.5 dB as the code rates vary from 1/2 to 2/3 

and 2/3 to 3/4, respectively. 

IV. COMPUTATIONAL COMPLEXITY 

In this section, we discuss about computational 

complexity of the check-node and variable-node units for 

some decoding algorithms. Table II shows the 

computational complexity of one check-node unit for the 

six decoders BP, MS, OMS, IOMS, VOMS and HOMS. 

The column 4 shows the required number of comparisons 

to find the first two minimum values using the XS 

approach [24].  

TABLE II: THE CHECK-NODE COMPUTATIONAL COMPLEXITY OF 

VARIOUS ALGORITHMS 

Algorithm Multiplications Subtractions Comparisons 

BP cd  0 0 

MS 0 0 22 logc cd d− +     

OMS 0 2 22 logc cd d− +     

HOMS 0 1 cd
 

VOMS 0 2 22 logc cd d− +     

IOMS 0 2 22 logc cd d− +     

    ⌈x⌉ means x is mapped to the least integer greater than or equal to x. 

 

As mentioned above, for the HOMS, finding only the 

first minimum value (min1) and its index greatly reduces 

the number of comparisons compared to other algorithms. 

Therefore, it can be observed that the HOMS requires the 

least number of comparisons among the other decoders 

except for the BP decoder. The VOMS, OMS, and IOMS 

need the same number of subtractions and comparisons, 

but the IOMS requires 2 multiplications for the 

normalized factor in one CN updating. The BP requires dc 

multiplications but has no other operations.  

Finally, the computational complexity for one variable-

node unit (VN) processing for different decoders is given 

in Table III.  

TABLE III: THE VARIABLE-NODE COMPLEXITY ANALYSIS OF VARIOUS 

DECODERS  

Algorithm Multiplications Additions 

BP 0  1vd −  

MS 0  1vd −  

OMS 0  1vd −  

HOMS 0  
vd  

VOMS 1  1vd −  

IOMS 0  1vd −  
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Since the normalized or the offset factor is needed to 

implement the proposed VN-update function (as given by 

(9) and (10)), the HOMS or VOMS has a higher 

complexity than the others. However, this additional 

complexity is acceptable considering their improved error 

correction performance compared to the remaining 

decoders. 

V. SUMMARY  

In this paper, two decoding algorithms HOMS and 

VOMS for 5G LDPC codes were presented. We aim to 

provide more decoding algorithm options and compare 

them with the existing decoders in terms of decoding 

performance and computational complexity. For the 

HOMS algorithm, both check-nodes and variable-nodes 

processing units are adjusted by applying the offset factor 

pair (β, δ). For the VOMS algorithm, the computational 

operation in the check-nodes processing is preserved (i.e., 

keep the same as OMS algorithm), while the variable-

nodes processing is modified by applying the 

normalization factor τ to check-to-variable messages. The 

simulation results indicated that the HOMS and VOMS 

achieved decoding gain up to 0.2 dB compared to the 

existing MS-based decoding algorithms with an 

acceptable increase in decoding complexity. 
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