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Abstract—An essential goal of Active Queue Management 

(AQM) algorithm is to improve delay by keeping the average 

queue size low and maintain a high throughput. However, 

Random Early Detection (RED) and its various improved 

variants have not been able to achieve much in this regard. This 

paper is concerned with the problem of RED in terms of large 

delay resulting from RED’s inability to keep the average queue 

size small. Therefore, we propose a new RED-based AQM 

algorithm named RED-Improved (RED-I) which utilizes two 

linear packet dropping functions. ns-3 simulation experiments to 

compare the performance of the proposed RED-I with RED 

confirmed that RED-I outperformed RED in terms of delay 

especially at both light and heavy traffic load scenarios. 

Replacing/upgrading the RED algorithm implementations in 

Internet routers (either software or hardware) requires minimal 

effort since only the packet dropping probability profile needs 

to be adjusted.  
 
Index Terms—Packet dropping probability, active queue 

management, delay, QoS, Internet routers 

 

I. INTRODUCTION 

In the current Internet, congestion is a key concern as it 

has a deteriorating effect on Quality of Service (QoS) for 

end-users on the network. Network congestion occurs 

when the amount of transmitted data packets exceeds the 

buffer size of the network resource. In order to ensure an 

improved network performance, it is important to avoid 

congestion [1]. Internet routers queue management 

algorithms can be classified into two broad categories: 

Active Queue Management (AQM) and Passive Queue 

Management (PQM). The traditional Drop-Tail algorithm 

which was initially used as a default algorithm for queue 

management in the router employs the concept of FIFO 

(First-In, First-Out), which means that packets leaves the 

buffer in their order of arrival. The algorithm enqueues 

packet at the tail of the buffer and dequeues packet at the 

head of the buffer. When the buffer is full, all arriving 

incoming packet are dropped. Drop-Tail algorithm is also 

referred to as PQM. The weaknesses of Drop-Tail 
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algorithm are: large delay in data delivery, buffer 

overflow, high packet loss rate, global synchronisation, 

and network deadlock [2]. Unlike Drop-Tail algorithm, 

AQM algorithms detects congestion at an early stage and 

sends notification to connections to back-off by dropping 

incoming packets before the queue is full.  

The Random Early Detection (RED) AQM algorithm 

developed by [3] consists of two computational sections. 

The first section is used for computing the average queue 

size for detecting incipient congestion while the second 

part is used to compute the packet dropping probability. 

If the average queue size is less than a minimum 

threshold of the router buffer, the packet will be accepted. 

If the average queue size varies between a minimum 

threshold and a maximum threshold of the router buffer, 

then the packet will be dropped with a probability that 

increases linearly from zero to a maximum packet drop 

probability. However, if the average queue size exceeds 

the maximum threshold, then the packet is dropped. 

Packet dropping is meant to send a congestion signal to 

connections to back-off. Although RED algorithm clearly 

performed better than Drop-Tail by avoiding bursty 

traffic and global synchronization problems, it has some 

shortcomings namely low throughput, high packet loss 

rate, large delay and jitter. The RED algorithm has been 

recommended for implementation in routers by the IETF 

(Internet Engineering Task Force) [2]. 

Several RED-based AQM algorithms has been 

developed by researchers to improve its performance, 

such as DcRED (Delay-Controlled Random Early 

Detection) [4], MRED (MultiRED) [5],  GRED (Gentle 

RED) [6], QRED (Q-Learning-based RED) [7], MRED 

[8], FXRED (Flexible RED) [1], WQDAQM (Weight  

Queue Dynamic AQM) [9], SARED (Self-Adaptive 

Random Early Detection) [10], QRTRED [11], DSRED 

(Double Slope RED) [12], MRED [13], DGRED 

(Dynamic GRED) [14], SDGRED (Stabilized DGRED) 

[15], DQRED (Dynamic Queue RED) [16], RED_E 

(RED-Exponential) [17],  just to mention a few. 

One major problem of RED algorithm is its inability 

to keep the average queue size low, which results in large 

delay. In this paper, we present a new improved RED 

algorithm called RED-I, which utilizes two linear packet 

dropping functions to distinguish between light and 
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heavy traffic loads instead of a single linear function used 

in RED. 

The rest of the paper is organized as follows: In 

Section II, we present related works. Section III describes 

the proposed RED-I algorithm. Section IV presents the 

simulation results. Finally, Section V concludes the paper. 

II. RELATED WORKS 

A. Random Early Detection Algorithm 

In 1993, Floyd and Jacobson in [3] proposed the 

famous Random Early Detection (RED) algorithm which 

addresses the shortcomings of the traditional Drop-Tail 

algorithm. For each packet arrival into the router, RED 

computes the average queue size (   ) which is used as a 

measure of congestion based on whether the router buffer 

is empty or not. If the queue is empty, the router first 

calculates the idle time parameter m, which is then used 

to compute the average queue size as follows: 

                         (1) 

where             is the beginning of the queue idle time 

          
          (2) 

where      is the calculated previous queue size;    is a 

pre-determined weight parameter to calculate    .  

However, if the packet arrives to a non-empty queue, 

the average queue size is calculated using a low-pass 

filter which is an EWMA (exponential weighted moving 

average): 

           
 
                      (3) 

where:   is the current queue size;  

The average queue size is then compared with two pre-

determined thresholds: minimum (     ) and maximum 

(     ). 

Therefore,  

a)  if     is less than       threshold, then the packet 

would be enqueued. That is,  

        (4) 

b)  if     is higher than maxTh threshold, then the 

packet will be forced dropped. That is,  

        (5) 

c)  if     ranges between minTh and maxTh thresholds, 

then the packet would be dropped linearly from zero to 

maximum dropping probability maxP. That is,  

        
         

           
   (6) 

Therefore, the initial dropping probability    function 

of RED is given as: 

   

 

                                      

     
         

           
                     

                                         

  (7) 

Thus, 

   
  

            
    (8) 

where    is the final packet dropping probability and 

      is the number of arrived packets since the last 

dropped. 

B. Gentle RED Algorithm 

[6] proposed GRED (Gentle RED) extended RED by 

adding another queue threshold,        threshold in 

order to reduce the aggressiveness of RED algorithm. 

GRED mechanism accepts packets when     is less than 

minTh threshold; if     is between minTh and maxTh 

thresholds, the packet will be dropped with a probabilility 

that increases linearly from 0 to     ; however, when 

    varies between       and        thresholds, 

then the packet will be dropped with a probability that 

increases linearly from      to  . GRED achieved an 

increased throughput. 

C. MRED Algorithm 

MRED was developed by [8] and operates similar to 

RED except that when     varies between       and 

      thresholds, MRED uses a stepwise function for 

computing the packet dropping probability instead of a 

linear function used in RED in order to achieve an 

improved throughput and delay. 

D. Double Slope RED Algorithm 

The DSRED (Double Slope RED) algorithm [12] 

which aimed at improving the throughput performance of 

RED algorithm divides the router’s buffer into four 

sections by introducing a mid-point threshold between 

the       and       thresholds and utilizes a 

combination of two linear packet dropping functions with 

different slopes. 

E. Self-Adaptive Random Early Detection Algorithm 

The SARED (Self-Adaptive Random Early Detection) 

algorithm proposed by [10] integrates a self-adaptive 

mechanism with RED algorithm, such that when     

varies between       and       thresholds, packets 

are dropped with a nonlinear packet dropping function for 

a light and moderate traffic load conditions, however, 

when     falls between       and       thresholds, 

the algorithm switches to a linear mode for a high traffic 

load condition. At low and moderate traffic loads, 

SARED obtained an improved throughput performance. 

F. QRTRED Algorithm 

[11] developed the QRTRED algorithm which 

dynamically configures the       and       

thresholds of RED according to a metric called QRT 

which estimates the network condition from occupancy of 

the router’s buffer in order to obtain an increased link 

utilization.   

G. Delay-Controller RED Algorithm 

Delay-Controller RED (DcRED) algorithm was 

proposed by [4]. The algorithm extended RED by 
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computing a delay parameter (according to the arrival 

rate, departure rate, and queue size) in order to determine 

the dropping probability. DcRED achieved an improved 

delay. 

H. Dynamic GRED Algorithm 

[14] proposed Dynamic GRED (DGRED) extended 

GRED by dynamically adjusting       and        

thresholds and stabilises the average queue size at a 

calculated target point,     between       and        

thresholds. The algorithm obtained an improved packet 

loss rate. 

I. Stabilized DGRED Algorithm 

[15] developed the Stabilized DGRED (SDGRED) as 

an enhancement for DGRED. SDGRED eliminated the 

need to calculated target point and stabilizes the average 

queue size between       and        while 

dynamically adjusting the       and        

parameters based on the current average queue size. The 

algorithm achieved a reduced packet loss rate and 

queuing delay needed for real-time applications. 

J. Weight  Queue Dynamic AQM Algorithm 

The Weight Queue Dynamic AQM (WQDAQM) was 

proposed by [9] as an improved version of SDGRED. 

The algorithm performs packet dropping by dynamically 

adjusting the queue weight and thresholds according to 

the traffic load in order to stabilize the queue weight 

between       and       thresholds. The algorithm 

obtained an improved performance in terms of average 

queue size, delay and packet loss. 

K. MultiRED Algorithm 

The MultiRED (MRED) algorithm developed by [5] 

splits the router queue into two virtual queues: one for 

TCP traffic and the other for UDP traffic. Each of the 

queue uses the RED algorithm while using a policy 

named TP for marking packets with different code point 

according to the protocol type. MRED achieved a 

reduced packet loss rate of sensitive traffic flows.  

L. Dynamic Queue RED Algorithm 

[16] proposed Dynamic Queue RED (DQRED) which 

extended RED by splitting the router queue into three 

virtual queues thereby classifying incoming traffic into 

three classes according to their types, namely, UDP-based 

video traffic, UDP-based audio traffic, TCP-based traffic. 

Packets from these traffics are served in a dynamical 

approach. Each queue has RED algorithm for queue 

management. DQRED achieved a reduced delay and 

packet loss rate needed for real-time applications. 

M. Flexible RED Algorithm 

[1] developed FXRED (Flexible RED) algorithm 

which also integrates a self-adaptation mechanism with 

RED algorithm. The algorithm uses both average queue 

size and current traffic load condition as congestion 

indicators. When the avg is between minTh threshold and 

a mid-point threshold, FXRED utilises a nonlinear 

quadratic drop function for low and moderate traffic 

loads in order to improve throughput and link utilization, 

however, when avg is between the mid-point threshold 

and maxTh threshold, FXRED utilizes a linear packet 

dropping function for high traffic load in order to 

improve delay. 

N. Q-Learning-based RED Algorithm 

An improved algorithm named QRED (Q-Learning-

based RED) developed by [7] aimed at improving the 

throughput performance of RED algorithm by 

dynamically adjusting maxP through Q-Learning 

mechanism. 

O. RED-Exponential Algorithm 

The RED_E (RED-Exponential) algorithm proposed 

by [17] is an improvement over RED algorithm in the 

sense that when     varies between       and       

thresholds, the packet dropping probability is increased 

exponentially from 0 to   thereby eliminating the need 

for      in order to obtain an improved delay 

performance especially at heavy congestion.  

P. MRED Algorithm 

The MRED algorithm proposed by [13] is quite similar 

to GRED algorithm except that the linear packet dropping 

function used when     varies between       and 

      thresholds is replaced by a nonlinear (quadratic 

function). MRED was reported to achieve an improved 

throughput and packet loss rate performance. 

III. THE PROPOSED RED-I ALGORITHM 

The proposed algorithm is called Random Early 

Detection - Improved (RED-I). RED-I subdivides the 

segment between       and       threshold positions 

of RED algorithm into two segments so as to distinguish 

between light and heavy traffic loads. The packet 

dropping probability function for RED-I is depicted in 

Fig. 1. 

For every packet that arrives the queue, RED-I 

computes the average queue size (   ) similar to RED 

using (1) - (3). Therefore,  

a. If     varies from   and       , then the packet 

will be enqueued. That is,  

         (9) 

where          is same as       of RED.  

b. If     varies from        and       , then the 

packet is dropped with probability: 
 

         
          

             
             (10) 

 

where  

        
            

 
                      (11) 

Here, RED-I increases the packet dropping 

probability from   to      using a linear function. 
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c. If     varies from         and      , then the 

packet is dropped with probability: 

 

                  
          

            
           

Here, RED-I increases the packet dropping 

probability from      to    using a linear function. 

d. Lastly, if     is greater than      , then the 

packet will be dropped. That is,  

       (13) 

Therefore, the initial dropping probability function of 

RED-I is given as: 

   

 
 
 

 
 

                                       

      
          

             
                       

               
          

            
                    

                                         

  

(14) 

 

 

Fig. 1. RED-I’s packet dropping probability  

The pseudocode for RED-I algorithm is presented in 

Algorithm 1. 

Algorithm 1 Pseudocode for RED-I Algorithm 

 
Initialization: 

          

             

For each packet arrival, 

Compute the average queue size     

If the buffer of the router is non-empty then  

            
 
              

Else                         

          
          

End if 

If            then 

No packet drop 

Set          

Else if                   then 

Set               

Calculate the packet drop probability    

                    
          

             
  

                            

Mark/drop the arriving packet with probability :aP  

          

Drop the packet 

Else if                  then 

Set               

Calculate the packet drop probability Pa 

                     
          

            
  

                        
Mark/drop the arriving packet with probability     

             
Drop the packet 

Else if           then 

Drop the arriving packet 

Set         

Else          

When the buffer of the router becomes empty 

Set                  

End if 

 

IV. SIMULATION AND PERFORMANCE EVALUATION 

We evaluate RED-I AQM algorithm in light and heavy 

traffics and compare it with RED algorithm in ns-3 [18]. 

The network topology configuration is presented in Table 

I.  

A. Simulation Scenario 1: Light TCP Traffic 

The dumbbell topology used in this scenario consists 

of 5 TCP flows that started transmission all at the same 

time trafficking through a shared bottleneck link. This 

simulation scenario determines how the schemes (RED-I 

and RED) handles light traffic congestion. 

TABLE I: NETWORK SETUP  

Parameters Value 

Topology Dumbbell 

Buffer size 250 packets 

Bottleneck bandwidth 10 Mbps 

Bottleneck RTT 100 ms 

Bottleneck queue RED-I 

Mean packet size 1000 bytes 

Non-bottleneck bandwidth 100 Mbps 

Non-bottleneck RTT 1 ms 

Non-bottleneck queue Drop-Tail 

             20 

       30 

               80 

     0.1 

   0.002 

Simulation time 100 s 
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Fig. 2 shows average queue size of RED-I and RED 

algorithms. It can be seen that the average queue size of 

RED-I is lower than RED. The initial peak in RED-I 

reaches to 52.202 while RED reaches to 53.6447. Both 

algorithms perform similar by bringing down the average 

queue size. The mean value of instantaneous average 

queue size for RED-I is 5.8148 while RED is 7.9862. 

This simply implies at light traffic load when the network 

is less congested, RED-I maintains the queue size better 

than RED. This is because, when the average queue size 

is higher than        the packet dropping probability of 

RED-I is higher than RED. 

 

Fig. 2. Average queue size under light traffic condition 

 

Fig. 3. Delay under light traffic condition 

 

Fig. 4. Throughput under light traffic condition 

Fig. 3 shows the delay of RED-I and RED algorithms. 

It can be seen that both algorithms performs similar in 

terms of delay. The initial peak in RED-I reaches to 

1.6269 while RED reaches to 1.6478. The mean value of 

delay for RED-I is 1.2256 while RED is 1.3075. RED-I 

offers a lower delay at light traffic.  

Fig. 4 shows the throughput of RED-I and RED 

algorithms. It can be seen that both algorithms performs 

similar in terms of throughput. It can be seen that the 

initial peak in RED-I reaches to 9.2428 while RED 

reaches to 9.8947. The mean value of throughput for 

RED-I is 8.3614 while RED is 9.5057. This implies that 

RED-I improves the delay at the expense of throughput in 

this scenario. 

B. Simulation Scenario 2: Heavy TCP Traffic 

This scenario uses a dumbbell topology which has 50 

TCP flows that began transmission all at the same time 

passing through a shared bottleneck link. This simulation 

scenario determines how the schemes (RED-I and RED) 

handles heavy traffic load. 

Fig. 5 shows average queue size of RED-I and RED 

algorithms. It can be seen that the average queue size of 

RED-I is lower than RED. The initial peak of RED-I 

RED algorithm reaches 48.262 while RED reaches to 

87.8063. The mean value of instantaneous average queue 

size for RED-I is 15.2168 while RED is 36.5848. This is 

because, at heavy traffic load, RED-I linearly increases 

the packet dropping probability faster than RED. 

 

Fig. 5. Average queue size under heavy traffic condition 

 

Fig. 6. Delay under heavy traffic condition 
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Fig. 6 shows the delay of RED-I and RED algorithms. 

It can be seen that both algorithms perform similar in 

terms of delay and that RED-I offers a better performance 

than RED. The initial peak in RED-I reaches to 13.5374 

while RED reaches to 15.2101. The mean value of delay 

for RED-I is 12.8764 while RED is 14.5473.  

 

Fig. 7. Throughput under heavy traffic condition 

Fig. 7 shows the throughput of RED-I and RED 

algorithms. It can be seen that both algorithms performs 

similar in terms of throughput. The initial peak in RED-I 

reaches to 9.5131 while RED reaches to 10.0022. The 

mean value of throughput for RED-I is 9.3565 while 

RED is 9.8561. This implies that RED-I improves the 

delay at the expense of throughput in this scenario. 

V. CONCLUSION 

This paper presents an improved RED-based active 

queue management algorithm called RED-I which 

utilizes a combination of two linear packet dropping 

functions to distinguish between light and heavy traffic 

loads. ns-3 simulation results showed that at both light 

and heavy traffic loads, RED-I clearly outperformed RED 

in terms of end-to-end delay as a result of achieving a 

lower average queue size at the expense of throughput.  

In future work, we intend to compare the performance of 

RED-I with other AQM algorithms, such as GRED, 

MRED, RED_E, and DSRED.  
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