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Abstract—This research work explores the Levenberg-

Marquardt training algorithm used for Artificial Neural 

Network (ANN) optimization during training and the Bayesian 

Regularization algorithm for the enhanced generalized trained 

network in training a designed non-linear vector median filter 

built on Multi-Layer Perceptron (MLP) ANN called model-1 

and a conventional MLP ANN called model-2. The model-1 

employed in the design helps in dataset de-noising to ensure the 

removal of unwanted signals for the improved training dataset. 

An early stopping method in the ratio of 80:10:10 for training, 

testing, and validation to overcome the problem of over-fitting 

during network training was employed. First-order statistical 

indices, the standard deviation, root mean squared error, mean 

absolute error, and correlation coefficient were adopted for 

network training analysis and comparative analysis of the 

designed model-1 and model-2, respectively. Two locations, 

Line-of-sight (location-1) and non-Line-of-Sight (location-2), 

were considered where the dataset was captured. The training 

results from the two locations for the two models demonstrated 

improved prediction of signal power loss using model-1 in 

comparison to model-2. For instance, the correlation coefficient, 

which shows the strength of the predicted value to the measured 

values (closer to 1) establishing a strong connection, gives 

0.990 and 0.995 using model-1 for location-1, training with 

Lavenberg-Marquardt and Bayesian Regularization algorithm, 

respectively and 0.965 and 0.980 for model-2 using the same 

algorithms. It is seen that the Bayesian regularization algorithm, 

which optimizes the network in accordance with the Levenberg-

Marquardt algorithm, gave better prediction results. The same 

sequence of improved perditions using designed model-1 in 

comparison to model-2 were seen with training results in 

location-2 while also adopting other employed 1st order 

statistical indices. 

 
Index Terms—Non-linear vector median filter, Noise de-

noising, Multi-layer perceptron, Artificial neural network, 

Levenberg-Marquardt algorithm, Bayesian Regularization 

algorithm.  

I. INTRODUCTION 

There is a need for thorough analysis of the radio 

signal characteristics in the propagation environment for 

efficient wireless communication network planning and 

deployment [1], [2]. The direction and magnitude of 

electromagnetic signal in practical wireless channel are 

majorly random and extremely unpredictable [2]. An 
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excellent understanding of the phenomenon of the 

propagation environment and the required signal power 

loss prediction technique guarantees high data rate 

transmission and good Quality of Service (QoS) in radio 

access networks. The effectiveness of wireless signal is 

dependent on the physical constituents of the propagation 

environment. Mountains, foliage, buildings, and other 

physical structures, facilities and objects mostly obstruct 

direct Line-of-Sight (LOS) of radio signal propagation 

[3]. Diffraction, refraction, reflection, multi-path, etc. 

affect the propagation mechanism [2]. The 

electromagnetic signal propagation is also greatly 

influenced by the atmospheric environmental conditions 

of the propagation scenario [4].  

A scenario where there are changes in the magnitude 

of the received signal strength within a short duration 

while the distance is relatively unchanged is said to be of 

small-scale and known as path loss, while in large-scale 

fading, there is a significant reduction in the mean 

received signal strength at an increased distance [5]. 

Radio engineering depend on different path loss models 

to carry out interference feasibility studies, obtain 

efficient radio signal coverage estimation, make adequate 

frequency allocation, determine optimal base station 

location, and select the adequate antennas. 

Conventionally, each of the path loss models is either 

empirical, semi-empirical, or deterministic model. The 

effectiveness of these models has been tested in diverse 

environments and across various bands, in some cases, 

some of the models were tuned for improved predictions 

accuracy [6]. 

Jha and Jain [7] have presented a model for 

electromagnetic field strength measurement at 917.5 MHz 

forest terrain for device-to-device communications. 

Comparison of the measured loss with some of the 

empirical path loss models were carried out. The 

dominant propagation path loss, which was through the 

foliage, resulted in high loss levels and it was obtained 

that at a distance more than 1000 m, the measured signal 

strength is in line with the fourth power law. Single slope 

path loss models were seen to show deficiencies in the 

accurate capturing of the effect of physical environments 

by Benmus et. al. [8], while the performance of multi-

slope path loss models were studied and compared using 
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different path loss models. Optimized path loss models to 

improve accuracy in path loss propagation for in outdoor 

environments were studied by Khan et. al. [9].  

The individual collective findings from past research 

work show inconsistency in the performance of the 

existing traditional models with high prediction errors, 

thus important to explore improved methods of prediction 

of path loss using path loss models with high efficiency 

and accuracy [10], [11]. Artificial Neural Network (ANN) 

models have proved to be an improved method for path 

loss prediction with high efficiency and accuracy [3], 

[12], [13]. It has been reputed for its simplicity and less 

computational errors. There have been different designs 

of ANN models to solve specific functional, 

approximation, and optimization problems. This ranges 

from Adaptive Linear Element (ADALINE) neural 

network, Multi-Layer Perceptron (MLP) neural network, 

Radial Basis Function (RBF) neural network, 

Generalized Regression Neural Network (GRNN) etc. 

[14]. The MLP-ANN application in system modeling and 

predictions has demonstrated superiority in solving 

optimization and prediction problems over the years [13], 

[15].  

However, one of the major drawbacks of MLP-ANN is 

overlearning, which results from inappropriate 

architectural selection [16]. Adoption of MLP-ANN in 

systems modeling also requires accurate selection of the 

required architectural compositions for the proper model 

building to ensure good training performance, especially 

as it has not shown proficiencies in incoherent dataset 

handling [17]. Noise in the dataset leads to dataset 

degradation and is majorly introduced during data 

transmission due to noisy channels and errors 

encountered in the course of measurement and 

quantization [18]. There is always need for dataset de-

noising of the measurement data to improve its quality. 

These can be achieved through various methods such as 

multi-fractal analysis, filtering the dataset using filters, 

applying wavelength analysis, etc. [19]. Filters play a 

significant role in the dataset restoration process by 

convolution and application of moving window 

principles. Filters can either be linear or non-linear filters 

with each having it merits and demerits. The linear filter 

is made up of mean and Least Mean Square (LMS) filters, 

while the non-linear filter is made up of median filters 

[20]. 

An adaptive ANN model that uses an MLP-ANN built 

on non-linear Vector Median Filter (VMF) termed as 

model-1 is designed and implemented in this research 

work compared with trained conventional MLP-ANN 

model termed model-2 trained without filtering. The two 

models, which are model-1 for improved prediction 

signal power loss via ANN training using noise-free 

dataset achieved through filtering and dataset de-noising 

and conventional MLP-ANN were designed, trained, and 

analysis made. The performance analytical comparison of 

the two models was made using measurement data from 

1900 MHz frequency band from a Line-of-Sight (LOS) 

location-1 and Non-Line-of-Sight (NLOS) location-2 

micro-cell Long Term Evolution (LTE) environments. 

The Levenberg-Marquardt (LM) for network 

optimization and Bayesian Regularization (BR) 

algorithms, an improvement of LM algorithm, was 

adopted for the model training. The organization of the 

research work is as follows: Section II discusses the 

basics of dataset de-noising, employed training 

algorithms, and the procedure of data collection. Section 

III has the proposed system model for this work.  Section 

IV has the statistical and graphical results and discussions 

of the network model training. Finally, Section V 

concludes the work and recommends the future aspect.  

II. BASICS OF DATASET DE-NOISING AND TRAINING 

METHODS WITH DATA COLLECTION PROCESS 

Electromagnetic signal de-noising manipulates the 

dataset to produce a higher quality dataset by filtering the 

unwanted signals inform of noise [18]. Noise is simply 

data without meaning or an unwanted signal recorded 

during dataset measurement, resulting from malfunction 

electronic during data acquisition or error in the 

transmission of a dataset through channels [21]. A noise-

free and de-blurred dataset needs to ensure higher quality 

data for useful measurement dataset processing before 

ANN training. Filters are used for noise suppression, 

while there can either be a linear or non-linear filter. 

Linear filters show poor performance in non-additive 

noise, just like in systems that face non-linearity and non-

Gaussian statistics [21]. 

Various non-linear filters have been designed in [15], 

[18], [21] to conquer the inadequacies of linear filters. 

The designed non-linear filter helps in dataset noise 

removal and data transformation, which helps in raw 

dataset manipulation to generate single input, which has 

been used for the ANN training for improved output 

results. The aim is to generate slow changes in data 

values for an easy understanding of data trends. 

A. Non-Linear Median Filters 

The non-linear median filters operate with the 

principles of moving window principles with all the pixel 

values sorted from the surrounding neighborhood to 

numerical order and the pixel being replaced in 

consideration to the middle pixel value [15], [18], [21]. 

The median of the pixel in the window is calculated and 

the pixel center window being replaced using the 

calculated median value. The non-linear median filter is 

mathematically stated as: 

 8( ) ( ), ( )g p median f p wherep N p   (1) 

where g(p) is the value of the median pixel, f(p) is the 

values of the pixel under the mask, N8(p) is the 8-

neighbor of pixel 'p'. The non-linear median filters lessen 
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random impulsive noise without edges blurring as 

obtainable using linear filters, thus providing a dataset.  

B. Training Algorithm Employed 

In this research work, authors are using below 2 

training algorithms. 

1) Levenberg-Marquardt training algorithm 

Levenberg-Marquardt (LM) training algorithm is one 

the training algorithms applied in training the designed 

models. The LM training algorithm is a back propagation 

algorithm employed for error function minimization [22], 

[23]. It is derived from the Gauss-Newton and gradient 

descent method that determine the right combination for 

an excellent generalization of the network through linear 

permutation of squared error and weight variables 

minimization. In agreement with the cost function, the 

method of Newton's weight update is described as:  

   
1

w H m g v


                       (2) 

where H(m) signifies the Hessian matrix g(v) and 

signifies the gradient vector as:   

       
T

H m J m J m Q m 
      

(3a) 

     
T

g v J m e f
  

(3b) 

J(m) stand for Jacobian matrix: 

     2

1

n
T

i

Q m e f e f



          (3c) 

Eq. (2) can be written as:  

       
1

T T
w J m J m I J m e f


    
  

   (3d) 

This is the LM weight update, the identity matrix is I 

and the damping factor is µ.  

2) Bayesian regularization training algorithm 

The Bayesian Regularization (BR) training algorithm 

updates ANN model weight and bias according to LM 

optimization [23]. It regulates linear combination to 

guarantee enhanced generalized network when compared 

with LM training algorithm. The modification of the 

damping factor from the LM training algorithm function 

approximation technique of Eq. (3) for the optimization 

process is at every iteration. There is also cost function 

increase by the introduction of Bayesian hyper-parameter: 

the beta and alpha parameters to search for minimal error 

using smallest weight and reports best learning process 

direction. The cost function is:  

d sF E E  
         

(4) 

where Ed stands for the sum of squared error while Es is 

stands for the sum of squared weight. 

C. Data Collection Procedure, Model-1 and Model-2 

Training  

The field data were collected from a LTE network in 

microcell environments. Data were collected from two 

operational Base Station (BS) of LOS and NLOS, that 

operates at 1900 MHz frequency band. Drive test was 

employed using appropriate equipment such as a 

Network scanner, GPS, Laptop augmented with 

Telephone Mobile Network (TEMS, 1.5.1 version). The 

measured signal power were gotten along the different 

route of both the NLOS and the LOS. A total of 2500 and 

1800 signal power points were extracted for analysis, 

applying Map Info and Microsoft Excel Spreadsheet from 

location-1 and location-2, respectively. The measured 

signal power represented as Reference Signal Receive 

Power (RSRP) is related to path loss by: 

tx t r t rP G G L L Pl    
   

(5) 

where Gt is transmitter gain and Gr is receiver gain, Lt 
is 

receiver feeder loss and Lr 
is transmitter loss, Pl is path 

loss. and Ptx 
is BS transmit power. (see Table I) 

TABLE I.   PARAMETERS EMPLOYED 

Parameter Location-1 Location-2 

Operating Frequency (MHz) 1900 1900 

Base station Antenna Height (m) 40.0 35.0 

Base station Antenna gain (dBi) 17.0 16.5 

Transmit Power (dB) 43.0 43.0 

Transmit cable loss (dB)  0.5 0.5 

Feeder Loss (dB) 3.0 3.0 

Mobile antenna height (dB) 1.3 1.3 

Distance covered 1400 1800 

 

The measured dataset was trained using the early 

stopping method, divided into three parts in the ratio of 

80:10:10 to tackle the problem of over-fitting during 

network training. The 80% of dataset was used for 

training, 10% of the data was used for testing and the 

remaining 10% used for validation. The datasets were 

trained in ANN toolbox using the 2015a Matrix 

Laboratory (MATLAB) software platform where the 

ANN were implemented. Four statistical indices, 

Standard Deviation (SD), Root mean squared error 

(RMSE), Mean absolute error (MAE), and the coefficient 

of Correlation (r) were employed for prediction analysis. 

These statistical indices are related as follows [2], [6], 

[23]: 

2

1

1
S

o o

o

SD d a MAE
S



 
   
  
 

                (6a) 

2

1

1
S

o o

o

RMSE d a
S


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               (6b) 

1

1
S

o o

o

MAE d a
S



 
        

(6c) 

    
1

2 2

1 1

N
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o
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o
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d d d a

r

do do do a



 

 


   
       

      
      


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     (6d) 
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where dn is normalized data value do original data value,. 

The statistical indices are used to analyze the prediction 

powers of the models used for ANN training. do is 

desired, ao 
is actual network output. oa is mean of the 

actual output and o = 1,2, 3, ……….s, which are values of 

measured signal power.  

III. SYSTEM DESIGN 

An adaptive non-linear vector median filter built on 

MLP-ANN termed model-1 for signal de-noising before 

ANN training is designed in this research work and 

comparing their performances with trained single hidden 

layer conventional MLP-ANN model termed model-2. 

The non-linear median filter is termed VMF. The 

development of the algorithm for the design is as follows: 

de-noising of the normalized dataset using non-linear 

VMF built on MLP-ANN for training and training of the 

conventional single hidden layer MLP-ANN with the 

original data set. A comparison of the performances of 

the two models were made. Both the models were 

progressively employed through various iterations.  

A. Vector Median Filter (VMF) 

The VMF is a robust non-linear filter for signal de-

noising that performs well with unknown noise type and 

characteristics [21], [24]. For Q of xi, observation, where 

i = 1, 2, 3,……, Q, the median of the  dataset xi is 

expressed as: 

1

( )

Q

i

i

f x x x



 
  

(7) 

where ( ) ( ) , 1,....med i i med if x f x x x x i Q   , xi 

defines the vector k dimension  2 3, , ,......
T

i i i ikx x x x .  

B. Multi-Layer-Perceptron Artificial Neural Network 

(MLP-ANN) 

The MLP-ANN has shown outstanding performances 

in solving problems of non-linear optimization [25], [26]. 

Architecturally, the MLP-ANN is made up of input, 

hidden and output layers. The three layers are 

interconnected, the hidden or middle layer being either 

single or multiple. A major component of MLP-ANN is 

the processing unit comprising of neurons that are 

connected using weights [24]. An activation function is 

applied in the description of the neurons being fed to the 

input unit. If an input index h is considered, Q being the 

output from the hidden layer, then the overall output 

layer output is computed as: 

0 0

1,2...

n n

o hQ h oQ i

j i

y a w a w I forQ n

 

  
         

  (8) 

where whQ and woQ are the connection weight and the 

synaptic weight vectors of the hidden layer neuron input 

and the hidden layer neuron output, respectively. i 

denotes input vector, i=1, 2, …., n. ao and ah 
denotes the 

output layer and hidden layer activation function, 

respectively. 

There is a minimization of error function during the 

MLP-ANN training and this is expressed as:  

                 2

1

1 1
( ) ( )

2 2

n

t t t

v

E w y v e



   
        

(9) 

where yt and vt denotes the desired output target and the 

actual network value, respectively. It has been 

represented as et = yt - vt.               

 
Fig. 1. The MLP-ANN with single hidden layer. 
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(b) 

Fig. 2. Built ANN models for dataset training (a) VMF built on MLP-

ANN model for de-noising dataset (b) conventional MLP-ANN model 

trained with original dataset. 

Firstly, the measured dataset were normalized to the 

ensured application of standardized dataset. Thereafter, 

the standardized dataset were pre-processed for building 

VMF built on MLP-ANN model-1 by de-noising the 

dataset for training. The second model-2, the 

conventional MLP-ANN was trained using an original 

standardized dataset without de-noising. The processed 

and un-processed datasets were fed to model-1 and 

model-2, respectively. The predictive abilities of the two 

trained models were analyzed and comparisons made.  

IV. STATISTICAL AND GRAPHICAL RESULTS AND 

DISCUSSION 

A. Statistical Presentation 

The statistical analysis of the result from the trained 

Model-1 and Model-2 using the four first order statistical 

indices are shown in Table II. 

B. Graphical Result Presentations 

Graphical results presentation for signal power loss 

prediction performance of model-1 and model-2 in the 

same graph using LM and BR training algorithms for 

performance analysis in LOS location-1and NLOS 

location-2 are presented in Fig. 3 and Fig. 4, respectively. 

The prediction results from model-1 and model-2 

training are shown graphically in Fig. 3 for LOS location-

1 and in Fig. 4 for NLOS location-2. The statistical 

results using 1st order statistical indices, SD, RMSE, 

MAE and r are shown in Table II for model-1 and model-

2 of LOS and NLOS location-1 and location-2, 

respectively. The SD shows the variation in measured 

data and prediction results while the RMSE compares the 

measured data and prediction values. The MAE 

determines the closeness of prediction values to measured 

values, while r indicates the strength of connection of the 

prediction values to measured values. The closer the r is 

to 1 shows a strong connection of the prediction values to 

measured values.  

TABLE II. PREDICTION PERFORMANCES OF VMF-MLP MODEL-1 AND MLP-ANN MODEL-2 USING 1ST
 ORDER STATISTICAL INDICES 

Artificial neural 

network training 

MODEL 1: 

VMF-MLP (LOS) 

MODEL 1:  

VMF-MLP (NLOS) 

MODEL 2: MLP-ANN 

(LOS) 

MODEL 2:  

MLP-ANN (NLOS) 

TRAINING 

ALGORITHM 

TRAIN  

LM 

TRAIN  

BR 

TRAIN  

LM 

TRAIN  

BR 

TRAIN  

LM 

TRAIN  

BR 

TRAIN  

LM 

TRAIN  

BR 

SD 1.318 1.200 1.520 1.480 1.520 1.500 1.670 1.580 

RMSE 2.305 2.200 2.490 2.290 2.600 2.480 2.690 2.500 

MAE 1.740 1.300 1.780 1.440 2.210 1.890 2.220 1.900 

r 0.990 0.995 0.965 0.980 0.960 0.975 0.930 0.950 

 

From Table II, the presented statistical results show an 

improved prediction results training with model-1 in 

comparison to training with model-2 for both LOS 

location-1 and NLOS location-2. For instance, the 

coefficient of correlation r for LOS location-1 is 0.990 

using trainlm and 0.995 using trainbr for the designed 

Model-1 compared to training using Model-2 which gives 

0.960 training with trainlm and 0.975 training the model 

with trainbr. There are stronger connections of the 

measured data to the prediction values obtained 

employing designed Model-1 compared to Model-2 while 

applying the 1st order statistical indices for prediction 

analysis. The same patterns of predictions were seen for 

both location-1 and location-2 considering other 1st order 

statistical indices employed.  

Furthermore, comparison of Model-1 and Model-2 

training with BR algorithm (trainbr) gives improved 

prediction results in comparison to training with LM 

algorithm (trainlm). This validates that BR though 

updates ANN weights and bias in agreement with LM 

optimization further regulates linear combination, thereby 

guaranteeing improved generalized network for better 

prediction results.   

The pattern of data spreading for trained designed 

Model-1 and Model-2 for LOS location-1 and NLOS 

location-2 are shown in Fig. 3 and Fig. 4, respectively. 

The signal power is seen to propagate steadily across 

various distances for LOS as shown in Fig. 3 while there 

are some distortions in relation to smooth 

electromagnetic signal propagation for NLOS location-2 
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as shown in Fig. 4. Such should be considered by 

network engineers during network planning and upgrade 

for improved signal power transmission. The superior 

performance of Model-1 compared to Model-2 during 

training using BR algorithm is also clearly seen in both 

graphical presentations for LOS in Fig. 3 and NLOS in 

Fig. 4, respectively. The orange color, which 

overshadows other colors represent training with BR 

algorithm using model-1.   

 

Fig. 3. Measured signal power loss prediction with VMF-MLP and 

MLP-ANN using LM and BR algorithm for LOS location-1. 

 

Fig. 4. Measured signal power loss prediction with VMF-MLP and 

MLP-ANN using LM and BR algorithm for NLOS location-2. 

V. CONCLUSION AND FUTURE RECOMMNDATIONS 

This research work analyzed the performance of a 

designed non-linear vector median filter built on MLP-

ANN termed model-1 and a conventional MLP-ANN 

model termed model-2. The vector median filter was 

adopted for dataset de-noising to ensure an enhanced 

dataset before network training. Data de-noising is a 

method employed for the removal of unwanted signal 

inform of noise from measured dataset to ensure 

improved dataset for model training. The ANN model 

training demonstrates enhanced prediction of signal 

power loss using VMF built on MLP compared to 

training with conventional MLP-ANN. An early stopping 

method was adopted during the training process in the 

ratio of 80:10:10 to ensure better network generalization.  

The Levenberg Marquardt and Bayesian 

Regularization training algorithms were employed and 

their training performances compared. Two locations 

comprising of Line-of-Sight and non-line-of-sight were 

considered during data measurements. The 1st order 

statistical indices were adopted for prediction analysis 

and results clearly demonstrate enhanced signal power 

loss prediction using the designed VMF built on MLP 

compared to conventional MLP.  

Future research work will investigate the effect of the 

architectural composition of other ANN models in the 

enhancement of signal power loss prediction.  
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