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Abstract—In Wireless Sensor Networks (WSNs), maximizing the life of the Sensor Nodes (SNs), and energy conservation measures are essential to enhance the performance of the WSNs. A Low-Energy Adaptive Clustering Hierarchy (LEACH) routing protocol has been proposed specifically for WSNs to increase the network lifetime. However, in LEACH protocol the criteria for clustering and selecting Cluster Heads (CHs) nodes were not mentioned. Accordingly, researchers have been focusing on ways to strengthen the LEACH algorithm to make it more efficient. In this paper, we propose to improve the LEACH protocol by combining the use of K-means algorithm for clustering and Slime Mould Algorithm (SMA), a new stochastic optimization to select nodes as CHs. The proposed routing algorithm, called SMA-LEACH, is superior to other algorithms, namely PSO-LEACH, BA-LEACH, which using Particle Swarm Optimization (PSO), Bat Algorithm (BA) to improve LEACH, respectively. Simulation analysis shows that the SMA-LEACH obviously reduces network energy consumption and extends the lifetime of WSNs.

Index Terms—Wireless sensor networks, low-energy adaptive clustering hierarchy protocol, network lifetime, slime mould algorithm, energy efficiency

I. INTRODUCTION

Wireless sensor networks include SNs with limited energy which collect parameters environment and transmit information to the Base Station (BS) to monitor and detect parameters according to different applications [1]. Due to the limited energy of the SN, it is essential to expand their use as much as possible when studying WSNs. Routing protocol technology has a great influence on the network life cycle. LEACH was the first and most commonly used hierarchical routing protocol [2]. In the LEACH protocol, SNs are clustered, the clusters perform the function of collecting and transmitting data to BS through the CH. With this principle, LEACH can extend the life of the network, reduce the energy consumption of each node, and gather data to reduce message transmission in the network. However, the LEACH protocol does not consider the current node energy and random selection of CHs which can easily lead to uneven energy consumption between network nodes, and shorten the network life. Much work has been done related to LEACH and a new study in the WSNs field is a good idea to adopt LEACH and its variations, many of which reduce energy consumption in the LEACH protocol; others consider the energy consumption balance [2], [3]. Most of the recent improvements are based on CHs selection using nature-inspired algorithms. Typical of which are improving LEACH use PSO (PSO-LEACH) [4], [5], and use BA (BA-LEACH) [6] which increased the global search ability of the algorithm.

In 2020, Shimin Li et al proposed a new method for stochastic optimization algorithm, which is called slime mould algorithm (SMA) [7]. This algorithm was inspired by the diffusion and foraging conduct of slime mould. Compared with the previously proposed nature-inspired optimization algorithm, it is regarded as a global optimization method with better robustness and applicability.

In this paper, SMA-LEACH routing algorithm based on SMA and K-means algorithm is first proposed, a new CH selection mode is adopted to solve the problem of uneven CH distribution in LEACH, which causes non-uniform energy consumption. The rest of this paper is structured as follows: In Section II, we review the background of the LEACH convention and SMA. Section III uses SMA for CH selection optimization. Section IV, we verify the proposed improvements through simulation experiments through comparing with some of the existing LEACH enhancements, PSO-LEACH and BA-LEACH, and the conclusions are presented at the end of the paper.

II. OVERVIEW OF THE LEACH PROTOCOL

LEACH was proposed by Wendi B. Heinzelman in 2002, which was the first hierarchical wireless sensor routing protocol [8]. Fig. 1 shows the architecture of LEACH.

![Fig. 1. Architecture of LEACH](image-url)
The LEACH protocol operates in many rounds, each of which consists of two phases: set-up phase and steady-state phase. The CHs are elected in the set-up phase and CHs selection is solved at the beginning of each round. The CH for each cluster receives and aggregates the data from cluster members and then transmits the aggregated data to the BS. To become a CH, nodes generate a random number between 0 and 1 comparing with a threshold $T(n)$. The node is elected as a CH at current round if the number generated is less than a certain threshold $T(n)$. The threshold value is defined as (1)

$$T(n) = \frac{P}{1 - P \left( \frac{1}{P} \right)^r}, \quad n \in G$$

where, $P$ is the denoted percentage of the node to be selected as CHs, $r$ represents the current round, and $G$ is the set of nodes that have not been accepted as CHs in the last $1/P$ rounds.

III. IMPROVED LEACH APPROACH

In LEACH protocol, the CH selection process is completely based on the random number which node generates. Other features of the nodes, such as the current residual energy, and location are without considering which leads to following problems:

- The residual energy of nodes is not considered when selecting CH, which can cause low-energy node to be selected as a CH, causing the node energy exhausted rapidly.
- Without considering the location of the node when CH is distributed, and without guaranteeing the uniform distribution of CH may cause some CHs densely distributed or too sparsely dispersed.

To reduce these defects, we present a new stochastic optimization algorithm into CH selection through optimization of objective the function and use the K-means algorithm to cluster.

A. Built Fitness Function

In WSNs using the LEACH protocol, energy consumed when transferring from sensor nodes to CH node is determined by (2) [9]

$$E_{SN-CH_j}(l) = \begin{cases} 
  l \left( E_{tx} + e_{mp} d_{SN-CH_j} \right), & \text{if } d_{SN-CH_j} > d_0 \\
  l \left( E_{tx} + e_{p} d_{SN-CH_j} \right), & \text{if } d_{SN-CH_j} \leq d_0 
\end{cases}$$

where, $E_{tx}$ is transmitter energy per node, $l$ is number of bits per data packet, $e_{mp}$ is amplification energy when distance from a sensor node to CH is greater than threshold $d_0$, $e_p$ is amplification energy when distance from a SN to CH is less than threshold $d_0$

$$d_0 = \frac{E_p}{e_{mp}}$$

$d_{SN-CH_j}$ is Euclidean distance from $i-th$ SN to $j-th$ CH.

The energy consumed when transmitting the signal from CH to BS station is calculated by the formula (4)

$$E_{CH_{-BS}}(l) = \begin{cases} 
  l \left( E_{tx} + E_{DA} + e_{mp} d_{CH_{-BS}} \right), & \text{if } d_{CH_{-BS}} > d_0 \\
  l \left( E_{tx} + E_{DA} + e_{p} d_{CH_{-BS}} \right), & \text{if } d_{CH_{-BS}} \leq d_0 
\end{cases}$$

where, $E_{DA}$ is data aggregation energy, $d_{CH_{-BS}}$ is Euclidean distance from $j-th$ CH to BS.

Our aim is to select the central node so that the total energy consumed during transmission and receiving data in the cluster is minimal. Furthermore, the energy transmitting and receiving data between sensor nodes were highly dependent on the distance between them. Therefore, we proposed the fitness function for selecting CH node as follows:

$$Fitness = \xi \left( \sum_{j=1}^{C_j} E_{CH_{-BS}} + \sum_{j=1}^{C_j} E_{SN-CH_j} \right) + (1 - \xi) \left( d_{CH_{-BS}} + \sum_{j=1}^{C_j} d_{SN-CH_j} \right)$$

In (5), $\xi \in (0,1)$ is the weight, set at 0.9 in this experiment based on study [10]. $C_j$ is the number of nodes in $j-th$ cluster.

B. Improved LEACH based on K-means algorithm and SMA

The SMA was inspired by the propagation wave of slime mould in nature based on bio-oscillator to form the optimal path for connecting food. In this algorithm, each cluster is assumed to be a slime mould. The location of sensor node in the cluster whose coordinates are $(x_j, y_j)$ represents the individual location in the slime mould’s current state. The individual location with the highest odor concentration found corresponding to CH. The highest odor concentration was found according to the criteria of fitness function (5). The SMA is summarized as follows:

The mathematical formula for updating the location of slime mould is as (6)

$$X_{new} = \begin{cases} 
  X_{best} + \frac{rand \cdot (U_h - L_h)}{L_h} \cdot L_{new} \quad rand < z \\
  X_{old} \quad \text{otherwise} 
\end{cases}$$

where, $U_h$ is upper limit, $L_h$ is lower limit, $X_{best}$ is the current best, $X_{old}$ is the old location, $z$ is the number of iteration, $\beta$ is the proportion coefficient.
where, $U_B$ and $L_B$ denote the lower and upper boundaries of search range, $rand$ and $\beta$ denote the random value in $[0,1]$. The value of $z$ will be discussed in the parameter setting experiment. $v_b$ is a parameter with a range of $[-a,a]$.

$$a = \arctan h(\frac{t}{\text{max}_t}) + 1$$  \hspace{1cm} (7)$$

$v_b$ decreases linearly from one to zero. $X_{\text{best}}$ is the best position, $X_{\text{new}}$ and $X_{\text{old}}$ is represents the location of slime mould after and before developing. $X_{\text{new}}$ and $X_{\text{old}}$ represent two individuals randomly selected from slime mould.

$$p = \tanh [\text{fitness}(i) - DF]$$  \hspace{1cm} (8)$$

$DF$ represents the best fitness obtained in all iterations. $W$, the weight of slime mould is listed as follows:

$$W(i) = \begin{cases} 
1 + \beta \log (\frac{bF - \text{fitness}(i)}{bF - wF} + 1), & \text{Con} \\
1 - \beta \log (\frac{bF - \text{fitness}(i)}{bF - wF} + 1), & \text{Others}
\end{cases}$$  \hspace{1cm} (9)$$

where $\text{Con}$ indicates that ranks first half of the population, $\beta$ denotes the random value in the interval of $[0,1]$, $bF$ is the best fitness, $wF$ is the worst fitness.

**Input:** Positions, Energy of sensor nodes, position of BS

**Output:** Cluster head position, state of each sensor node, Energy consumption in each sensor node.

**Set parameters:** $N$ (number of individuals) $U_B$, $L_B$, Max_round (loop number)

While not all node die

- Compute the number of clusters by (1)
- Clustering nodes according to K-means algorithm
- Set parameters: $N$, $U_B$, $L_B$, Max_round, $w$, $X(i)$.
- Compute the Fitness ($X(i)$), of each particle use equation (4) find the best position and set it to $X_{\text{best}}$.
- While ($i$<Max_round)
- Update the temp position by (6)
- Calculate Fitness ($X(i)$)
- Arrange the value of the fitness function
- Compute the value of weight by (9)
- Update the $X_{\text{new}}$, $X_{\text{worst}}$
- $i = i+1$

End.

**Fig. 2.** Pseudo-code of SMA-LEACH

The K-means algorithm is used for clustering, which aims to partition $N$ sensor nodes into $K$ clusters in which each SN belongs to the cluster with the nearest mean (cluster centers or cluster centroid). Combining K-means algorithm and SMA to improve LEACH, called SMA-LEACH. The pseudo-code of SMA-LEACH is presented as Fig. 2.

### IV. SIMULATION RESULTS

In this section, we evaluate the effectiveness of the proposed algorithm via implementation in MATLAB. The parameter settings of simulation as described in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network field</td>
<td>500mx500m</td>
</tr>
<tr>
<td>Number of SN</td>
<td>100</td>
</tr>
<tr>
<td>Initial energy of Nodes $E_0$</td>
<td>0.5J</td>
</tr>
<tr>
<td>$E_{T_x}$</td>
<td>50 nJ/ bit</td>
</tr>
<tr>
<td>$E_{R_x}$</td>
<td>50 nJ/ bit</td>
</tr>
<tr>
<td>$E_{DA}$</td>
<td>5 nJ/ bit</td>
</tr>
<tr>
<td>Message Size</td>
<td>4000 bits</td>
</tr>
<tr>
<td>$v_{sp}$</td>
<td>0.00013pJ/bit</td>
</tr>
<tr>
<td>$\epsilon_f$</td>
<td>10pJ/bit</td>
</tr>
<tr>
<td>Maximum No. of Iteration</td>
<td>3000</td>
</tr>
<tr>
<td>$\xi$</td>
<td>0.9</td>
</tr>
<tr>
<td>$P$</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**Fig. 3.** The number of live nodes

**Fig. 4.** The average residual energy

Fig. 3 shows the comparison of live nodes in each round for LEACH, PSO-LEACH, BA-LEACH, and SMA-LEACH algorithms. Fig. 4 shows the average of residual energy in each round of LEACH, PSO-LEACH, BA-LEACH, and SMA-LEACH protocol. The results of this simulation show that the number of live nodes and average energy corresponding rose considerably in SMA-LEACH, BA-LEACH and PSO-LEACH protocol when compared with LEACH protocol. Furthermore, the number of live nodes in SMA-LEACH was higher than that of PSO-LEACH and BA-LEACH.
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Fig. 5 shows the time first node, middle node, and all dead nodes in LEACH, PSO-LEACH, BA-LEACH, SMA-LEACH protocol. It is clear that in LEACH all nodes die after 631 rounds, in PSO-LEACH is 1755 rounds, in BA-LEACH is 1846 rounds, and in SMA-LEACH stood at 2313 rounds. The lifetime of WSNs using PSO algorithm increased by 78.1% and using BA algorithm increased by 92.6% compared to LEACH. While the lifetime of WSNs using SMA rose significantly about 166.6% compared to LEACH, about 8.1% and 3.8% when compared with PSO-LEACH and BA-LEACH. The number of rounds when the middle node and first dead node of SMA-LEACH was higher than that of LEACH, PSO-LEACH, and BA-LEACH. In summary, enhancement of LEACH protocol based on SMA shows higher efficiency than the previous optimization algorithms such as PSO, BA.

![Figure 5](image-url)

**Fig. 5.** Compare the time when the first, middle and all dead nodes

### V. CONCLUSION

Saving and efficiently using energy consumption and load balancing are significant challenges of the routing algorithms in WSNs. In this paper, an efficient clustering and CH selection algorithm is proposed to upgrade the LEACH protocol. By using K-means algorithm for clustering, using SMA to select SN as CH node leads to reduced average WSN energy consumption, the lifespan of WSNs is extended compared to LEACH, PSO-LEACH, BA-LEACH. The SMA-LEACH algorithm has flexibility in choosing CH as well as clustering.
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