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Abstract—In industrial factories, many measuring instruments 

are used to display, for instance, pressure, voltage, temperature 

or humidity. Human errors are the main problem and often 

occur in many processes mostly done manually, such as data 

acquisition. Therefore, the problem of how we obtain such data 

automatically and correctly in real-time is important. In this 

paper, a numeral recognition system (NRS) is proposed based 

on an optical character recognition (OCR) method. The NRS 

embedded industrial Internet of things (IIoT) is used to serve a 

real-time service. Moreover, digital image processing (DIP) 

together with the multi-layer perceptron (MLP) is applied to 

efficiently recognize the numeral data. Furthermore, it is very 

common that the instruments' screens can face the rotation 

problem. This problem can be solved using the histogram of 

oriented gradients (HOG) and Hough transform (HT) 

techniques. In addition, realistic conditions under various noise 

types are considered such as salt and pepper (SP) noise, 

Gaussian noise, and Speckle noise. The system performances 

are evaluated in terms of confusion matrices and accuracies. 

The strong contribution of our proposed NRS system is that it 

works excellently in any situations and achieve up to 95.13 

percent accuracy. From the actual experiments, we achieve an 

average about 95 percent accuracy. Although the NRS with the 

HOG and HT technique takes a bit longer computation time and 

more memory usage to process the images than another NRS, 

the system provides better results. Our proposed system is 

suitable for a real-time service due to low computation time. 

 

Index Terms—Optical character recognition, Data acquisition, 

Industrial internet of things, Screen rotation, Industrial 

Automation, Multi-Layer Perceptron 

I. INTRODUCTION 

In industrial factories, it is very common to see that 

measuring instruments have a digital display with seven-

segment displays (SSDs). Nowadays those measuring 

instruments with different data formats are found several 

brands in the market. Therefore, it is challenging to make 

a system to produce output data in a real-time process. 

Their output data is often collected manually or by data 

acquisition (DAQ) cards which sometimes may not be 

available [1]. Also, the DAQ cards are usually costly. 

Therefore, a solution to replace the DAQ card is 

important, for instance, by using a low-cost camera, such 

as a webcam and a Digital Image Processing (DIP) unit 
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which can be managed at a lower cost. Moreover, it can 

avoid having the human eye errors and the unavailability 

of obtaining real-time data. 

“Internet of everything, (IoE)” or “Internet of things, 

(IoT)” is an emerging concept of new technologies 

including various types of physical devices, vehicles, 

buildings, and other items embedded with electronics and 

defining how things are connected through the Internet 

[2]. The demand for IoT devices is continuously 

increased. Especially, in the industrial factories, there are 

several electronic devices connected with the Internet for 

transmitting data due to the recent trend of smart 

industrial automation [3]. Therefore, the concept of the 

industrial Internet of things (IIoT) are developed. The 

DIP has been used to solve the two following main 

problems [4]. The former is the error interpretation. The 

latter is the data processing for representation, 

transmission, and storage for autonomous machine 

perception [4]. Nowadays, many fields of applications, 

such as agriculture, medical, and industry, have made use 

of the DIP to process data from images. A neural network 

(NN) is a system having a structure created similar to the 

human brain. An NN model uses the human brain system 

as a reference model because the human brain has a 

remarkable capability to classify and recognize images, 

scenes, and objects very quickly irrespective of how 

complex they are [5]. An NN has been applied to various 

problems in different ways. For instance, an NN is built 

to recognize a sequence of handwritten digits [6]. As 

more examples, NNs have been used for weather 

prediction [7], oil exploration data analysis [8], facial 

recognition [9], and speech to text transcription [10]. 

In industrial factories, several measuring instruments 

usually use SSDs which are electronic displays for 

displaying decimal numerals [11]. The output data 

acquisition and collection from the SSDs cannot be done 

immediately. One has to wait for people to collect it, 

otherwise, it has to be processed with different syntax or 

different databases depending on instrument brands. 

Furthermore, the calibration process of measurements has 

been mostly done manually in process control industries, 

[11]. When we use people to collect the data, we also 

likely have the human eye error problem. Consequently, 

it can delay the overall reading process [1]. In addition, it 

is very common that the instruments' screens can face the 
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rotation problem. When the screens rotate, the 

conventional optical character recognition (OCR) based 

DIP techniques do not properly work. 

II. RELATED WORKS 

The OCR techniques have been widely implemented 

for interpreting scanned images or printed text into 

machine-encoded text [12]. OCR technology has been 

implemented to improve and revolutionize the document 

management process. The OCR helps the people to 

extract the related information and records it 

automatically. Moreover, the OCR results are accurate 

and process adequate information in less time. There are 

many techniques such as template matching, feature 

extraction, and NN for character recognition. The normal 

number recognition fails to interpret the seven-segment 

number because of the unique appearance of seven-

segment digits compared to other numerals. The existing 

works which applied some DIP were used for recognizing 

different objects in images. Their methods cannot be 

applied for seven-segment digits because of the 

discontinuity in the seven-segment digits. The authors of 

[11] proposed a system, which is able to detect the SSD 

but only in the same type of calculator. They separate 

each digit into twelve equal regions. Then, the system 

extracts important features from each region to form a 

feature vector and correlates the vector with the prestored 

feature vectors. Finally, the system tries to match the 

formed feature vector with one of the prestored ones. 

This system is able to work only on the fixed position of 

screens. Moreover, another limitation of this system is 

that it can only operate with the same size of the digit and 

the same character style. In [13], the authors show how to 

use OCR techniques under various noise environments to 

detect digit numbers in SSDs. They set the rules to 

classify the numbers. The performance of their system is 

improved by building the decision tree for digit 

recognition. The decision tree is used to identify the 

digits by deciding according to the percentage of the 

black pixel density, the width, and the height of the digits' 

images. However, the drawback of their system is high 

time-consuming due to several condition rules in the 

system. In [14], they also apply the OCR techniques to 

recognize the SSDs in digital energy meter. The 

maximally stable extremal regions (MSERs) are used as a 

method of blob detection in their image pre-processing to 

find the text regions in the grayscale images. It uses the 

different levels of the black and white color scales 

because the pixel values in the grayscale images are 

started from 0 to 255. The MSER can identify the group 

the pixel to the text regions when the value pixels change. 

However, their system is limited to just a specific style of 

SSDs. Moreover, their system can work effectively only 

with the high contrast image captured during nighttime. 

All of the works in [11], [13], and [14] similarly apply the 

feature extraction and OCR techniques, but still without 

an NN.  

The application of the OCR with an NN for 

recognizing the SSDs is initially proposed in [1]. The 

procedure of using an NN is divided into the two 

following phases. Firstly, the NN is trained by the back-

propagation model and scaled conjugate gradient. 

Secondly, the trained NN is used to classify the digits. 

The system is able to achieve high accuracy but only for 

the same shape and size of digits. Therefore, the system is 

not flexible enough for a real-life situation. Moreover, the 

different distances between the camera and display as 

well as the image skew or rotation can also be the other 

constraints of their system. The existing works in [1], 

[11], [13], and [14] which are related to the seven-

segment digits could not perform effectively with 

different styles or formats of seven-segment digits, 

nonfixed camera range, and screen rotation situation. 

Moreover, our proposed NRS attains better accuracy 

compared to the existing methods. 

In [15] and [16], they work on the license plate 

recognition and could achieve high accuracy but with 

some constraints, for instance, low-resolution images 

cannot work well and their algorithm only fits a specific 

number format in each country. The difference between 

SSD and license plate recognition systems is that the 

numbers in license plates are the same format in each 

country but the SSDs have various formats and patterns 

related to the equipment brands and measuring instrument 

types. Therefore, our work has to concern about the 

formats of the SSDs and the rotation screen problem, 

which can happen. In addition, we deal with the images 

taken from the low-cost webcams. Last but not least 

characters and numbers in a license plate and the SSD are 

different because the SSD has seven lines which are not 

connected. Therefore, under the rotation screen problem, 

the SSD recognition system faces a more challenging 

problem than the license plate recognition system. 

III.  OUR CONTRIBUTIONS 

The main contribution of this paper is to propose a 

numeral recognition system (NRS) system based on OCR 

techniques, NN, and IIoT, which can automatically and 

accurately detect the numbers in the SSDs. The Multi-

Layer Perceptron (MLP) is applied together with the 

feed-forward artificial NN (FANN) because the 

advantage of the FANN helps the system easier to 

perform the data classification. The proposed system is 

created with the IIoT platforms. In addition, the 

histogram of oriented gradients (HOG) feature and the 

Hough transform (HT) techniques are used to solve the 

screen rotation problem in the SSD recognition. The 

proposed system is evaluated under different situations 

including the dead pixels and low-resolution noise which 

are modeled by Salt and pepper (SP) noise, Gaussian 

noise, and Speckle noise. There are normally many 

measuring instruments in a factory. And it can happen 

that the cameras capturing their displays are rotated from 

their centers by some reasons. To the best of our 
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knowledge, our work has novelty in managing the 

situation possibly-happing with the screen rotation 

problem and nonfixed camera ranges. The system from 

the others’ works in the literature applying DIP could not 

collect the correct information from the rotated screens. 

In contrast, our system can recognize seven-segment 

digits even from the rotated screens (0 – 180 degrees). In 

addition, we have developed the NRS model based on the 

IIoT platform. Our system is also able to recognize any 

formats of seven-segment digits in nonfixed camera 

ranges, which is not possible in any other existing works 

in the literature. Table I  summarizes  the related works 

compared to our contributions. We mainly focus on [1], 

[11], [13], [14].  

TABLE I: COMPARISON OF RELATED WORKS AND OUR CONTRIBUTIONS 

Reference Paper discussion Our contributions 

[1] 

Their proposed system uses the 

OCR techniques to detect a 

number in multi-meters with a 

specific range between the 

camera and SSD multi-meters. 

This system is implemented 

with an NN model. 

If the distance between the 

camera and meters 

changes, it cannot work 

due to the meters' shape 

and digits' size change. 

Therefore, we proposed 

the NRS which can 

effectively work even with 

the variation of distances 

and the digits' styles. 

[11] 

 

heir proposed system is the 

automatic scanner for digital 

multi-meter and temperature 

meter. They used statistical 

feature extraction for 

recognition of the digits. This 

work also can perform only 

one range between camera and 

SSD.  

heir system can work only 

for two types of meter. 

Their system cannot 

handle the effect of the 

rotation screen problem. In 

contrast, due to the applied 

NN model, HOG, and HT 

our NRS can well perform 

with various SSD types 

and can handle the screen 

rotation problem. 

 

[13] 

 

heir proposed system uses the 

OCR techniques to detect a 

number in SSDs. They used 

the classifying rules according 

to the DIP to recognize the 

digit numbers. This system 

does not apply an NN model.  

It focuses only on one 

format of SSDs. Our 

system can work with 

various formats of SSD. 

Although [13] can also 

handle the rotation screen 

problem but only up to 90 

degrees while our system 

can handle it up to 180 

degrees. 

[14] 

 

T Their proposed system uses 

the OCR techniques without an 

NN model to recognize the 

digits. Their system focuses 

only on the digital energy 

meters. They apply the MSER 

to find the text regions in the 

SSDs. 

It focuses on only one type 

of digital meter. Their 

system can work 

effectively with the 

screens' images captured 

only during nighttime. In 

our NRS, it can work with 

any type of screens and 

any styles of SSDs. 

Moreover, our NRS can 

handle the rotation angle 

up to 180 degrees. 

IV.  DIP TECHNIQUES 

In this section, the DIP techniques in our proposed 

NRS using the MLP model are discussed. 

A. Feature Extraction 

A feature extraction is an indispensable technique in 

the DIP. Different feature extraction techniques are used 

to collect some important features in images. Then, these 

features can be useful in recognition or/and classification 

of images. Before applying a feature extraction technique, 

the images have to go through different DIP techniques 

including normalization, thresholding, and binarization. 

Each feature extraction technique identifies the 

outstanding characteristics of the image [17]. 

In our paper, we apply the three feature extraction 

techniques including area extraction, centroid (center of 

gravity), and aspect ratio. Their mentioned techniques are 

implemented to extract digits in the image. The NRS has 

the six following steps of feature extraction. Firstly, we 

use the area extraction to collect the number of all objects 

in the image focusing on a group of black pixels. 

Secondly, we use the centroid to calculate the center of 

each object [18]. The objects in the image are found by 

the area extraction. Thirdly, the system obtains the 

smallest rectangles (bounding boxes) measured from the 

centroid to the boundary pixel in the object regions in 

images. Fourthly, the aspect ratio, which is the ratio 

between the width and height of the bounding box, is 

computed with setting an acceptable aspect ratio value 

between 0.5 and 10. Finally, the system obtains the final 

bounding boxes which follow the condition of the aspect 

ratio. Moreover, we also compute the eccentricity ratio, 

which is the distance between the foci of the ellipse and 

its major axis length in each object obtained from area 

extraction [19]. This eccentricity value is between 0 and 1. 

If the value close to 1 (more than 0.9), it means that the 

object area is too long and skinny. Therefore, we can 

interpret that area as noise in the image. 

B. Adaptive Threshold 

An adaptive threshold is used to reduce the weakness 

of global thresholding using Otsu's method. In Otsu's 

method, it finds a measure of the spread between the 

pixel levels in each side of the threshold. The aim of this 

method is to calculate the minimum threshold which is 

the sum of a foreground and a background. This method 

separates an image into two following classes, i.e., a 

particle region class (class 0) and a background region 

class (class 1). The variance of intra-class of Otsu's 

method at time instance t is expressed as 

 

𝜎𝑏
2 =  𝜔0(𝑡)𝜔1(𝑡)[𝜇0(𝑡) − 𝜇1(𝑡)] 2, (1) 

  

where 𝜇0  and 𝜇1  are the means of class 0 and class 1, 

respectively. 𝜔0  and 𝜔1 are the probabilities of class 0 

and class 1, respectively. The drawback of Otsu's 

threshold is that this threshold is hard to be found because 

it requires an image histogram with the bi-modal 

distribution with a sharp and deep valley between two 

peaks to be able to define the classes correctly. The result 

of Otsu's threshold is not satisfactory if the image has a 

poor contrast between the foreground and the background 
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[1]. Therefore, an adaptive threshold is used to provide 

more effective performance in terms of different lighting 

levels in the same image. An adaptive thresholding is 

used to obtain a binary image from a grayscale image [1]. 

This method has the three following steps. Firstly, it 

calculates the threshold in the small kernel matrix of the 

image with a mean filtering operation [20]. Therefore, it 

can collect the different thresholds for different kernel 

matrix. Secondly, we subtract the original images with 

different thresholds according to the positions of pixels. 

Finally, the negative and positive resultant values are 

converted to black and white pixels. 

C. Histogram of Oriented Gradients (HOG) 

The main concept of the HOG algorithm is to replace 

the image pixels with the gradient direction of adjacent 

pixels because the HOG feature tries to rectify the 

robustness of the illumination variance [21]. In the HOG 

algorithm, it is divided the image into smaller cells. Then, 

the image borders in each cell are presented in their 

histograms by gradients calculation. The HOG is able to 

calculate the magnitude and direction of gradient as:

 

𝑔 = √𝑔𝑥
2 + 𝑔𝑦

2    (2) 

and 

𝜃𝑔 = arctan (
𝑔𝑦

𝑔𝑥
)    (3) 

 

where g is the gradient magnitude, 𝜃𝑔 is a direction of the 

gradient, 𝑔𝑥 is the horizontal gradient value, and 𝑔𝑦 is the 

vertical gradient value. In [22], the HOG feature was 

initially proposed. It shows good results in pedestrian 

detection with complex background in the image. Then, 

the HOG feature was applied to detect the human and 

count the total of humans in the video (VDO) files [23]. 

In our paper, the HOG values are considered as the 

inputs of the MLP model. The dimension of the HOG 

must be calculated. The HOG dimension is the same 

value as the number of input nodes, which is computed 

as ⌊𝐵𝑙𝑜𝑐𝑘𝑃𝑒𝑟𝐼𝑚𝑎𝑔𝑒 × 𝑁𝑏𝑖𝑛 × 𝐵𝑙𝑜𝑐𝑘𝑆𝑖𝑧𝑒⌋ , where 

𝐵𝑙𝑜𝑐𝑘𝑃𝑒𝑟𝐼𝑚𝑎𝑔𝑒 is the number of blocks in each image, 

𝑁𝑏𝑖𝑛 is the number of bins in the histogram, 𝐵𝑙𝑜𝑐𝑘𝑆𝑖𝑧𝑒 is 

the number of cells in block, and ⌊ ∙ ⌋ is a floor function. 

In our NRS, we use 8 × 8 cell size, 2 × 2block size, nine 

bins, and twenty-four blocks per image. Consequently, 

the HOG dimension is 864. 

D. Hough Transform (HT) 

The HT is one of the feature extraction techniques used 

in DIP, image analysis, and computer vision. It is an 

important tool to detect straight lines in images even in 

the presence of noise and missing data [24]. The straight-

line elements are collected in the array called Hough 

space. Although we can express the line segment in 

several forms the most convenient form is a parametric 

notion, which is expressed as:

 

𝑥 cos(𝜃) + 𝑦 cos(𝜃)  = 𝜌   (4) 

where 𝜌 is the normal line length from the origin to this 

line and 𝜃 is the rotation angle of 𝜌 with respect to the x-

axis for any (x,y) on this line. 

In [24], the authors show how to implement the HT to 

the images. It expresses the corresponding formula which 

is used to find the Hough space elements. Their results 

are the creating line in the different images. In [25], the 

authors show how to implement the HT to a line 

detection system. Their work was done applying this 

technique for line detection in the road images. In our 

paper, the HT is applied for finding the longest straight 

line in the image to identify the horizontal boundary of 

the screen. Moreover, the NRS can get the rotation angle 

of the SSDs from the HT technique. 

V.  IMAGE NOISE 

We create the system under realistic situations with the 

three following types of noise, i.e., the SP noise, 

Gaussian noise, and Speckle noise. 

A. Salt and Pepper Noise (SP Noise) 

SP noise, a.k.a., impulse noise is a form of noise which 

typically happens in an image. This noise is caused by 

many factors, such as the analog-to-digital (A/D) 

converter errors, data transmission errors, and pixels 

disturbing in the camera sensors [26]. This noise can be 

caused by sharp and sudden disturbances in the image. 

This effect of SP noise is called the dead pixels. Fig.1(a) 

shows the digital meter image without noise and Fig.1(b) 

shows the example of SP noise with a noise density of 

0.01 in the image. The noisy image caused by SP noise is 

expressed as:

 

      𝑁(𝑥, 𝑦) = 𝐼(𝑥, 𝑦) +  𝜂SP(𝑥, 𝑦)   (5) 

 

where 𝐼(𝑥, 𝑦) denotes the original image and 𝜂SP(𝑥, 𝑦) 

denotes the SP noise with the noise density (d) = 0.01. 

This affects approximately 𝑑𝑀𝑖𝑚𝑔 , where 𝑀𝑖𝑚𝑔  is the 

number of pixels of  𝐼(𝑥, 𝑦). 
 

 
Fig. 1. Comparison between (a) Digital meter image without noise and 

(b) Digital meter image with SP noise with noise density of 0.01 

B. Gaussian Noise 

This noise is a white idealized noise form which is 

caused by random fluctuations in the signal [27]. The 

Gaussian noise in digital images mostly occurs during 

image acquisition from sensors or webcam cameras. This 

type of noise normally affects the gray values in the 

digital image. It means that Gaussian noise is caused by 

poor illumination and/or transmission, and/or high 

temperature. Fig. 2 shows the comparison between digital 

meter image without noise in Fig. 2(a) and digital meter 
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image with the Gaussian noise with a noise density of 

0.01 in Fig. 2(b). The noisy image caused by the 

Gaussian noise is expressed as:

 

𝑁(𝑥, 𝑦) = 𝐼(𝑥, 𝑦) +  𝜂Gaussian(𝑥, 𝑦), (6) 

 

where 𝐼(𝑥, 𝑦) denotes the original image and 

𝜂Gaussian(𝑥, 𝑦) denotes the SP noise with d = 0.01. 

Fig. 2. Comparison between (a) Digital meter image without noise and 

(b) Digital meter image with Gaussian noise with noise density of 0.01 

C. Speckle Noise 

Speckle noise, a.k.a., multiplicative noise normally 

occurs in ultrasonic or radar images, such as the medical 

ultrasonic images and the synthetic aperture radar (SAR) 

images [28]. This noise can be generated by the random 

value multiplications with image pixel values. In Fig. 3, it 

compares the images with and without Speckle noise. The 

digital meter image without the noise shows in Fig. 3(a) 

and the digital meter image with Speckle noise with a 

noise density of 0.01 shows in Fig.3(b). The noisy image 

caused by the Speckle noise is expressed as:

 

    𝑁(𝑥, 𝑦) = 𝐼(𝑥, 𝑦)𝜂Speckle(𝑥, 𝑦) +  𝐼(𝑥, 𝑦)  (7) 

 
where 𝜂Speckle(𝑥, 𝑦) denotes the Speckle noise which is 

uniformly distributed random noise with mean 0 and 

variance 0.01. 

 
Fig. 3. Comparison between (a) Digital meter image without noise and 

(b) Digital meter image with noise density of 0.01 

The SP noise in Fig. 1(b) shows that the noise 

components are randomly scattered in the image due to 

the sudden and sharp interference signal in the system. 

The effect of Gaussian noise is almost similar to Speckle 

noises as shown in Fig. 2(b) and Fig. 3(b), respectively. 

VI.  SYSTEM MODEL 

An NRS is developed to recognize the numerical value 

in the SSDs. The similar of our work are proposed in [1], 

[11], [13], and [14]. Although their work has an 

acceptable accuracy rate, their system can only work for 

the same pattern of the SSD. Therefore, we apply the 

HOG as the NN input together with the MLP model, 

which is one of the NN models, on the NRS for 

improving the complexity and the system performance. 

An NN represents a human brain system which is able to 

simulate the learning process [29]. In our paper, we use 

an IIoT platform to resolve the limitations of the 

acquisition and accessibility of data by transmitting the 

images with using the low-cost webcams, to get rid of the 

problem in human eye error, and to process it in real-time. 

The processes of an IIoT platform in the proposed NRS 

have three modules. In the first module, low-cost 

webcams take images of the SSDs. This module observes 

the screen rotation problem and solves this problem using 

the HOG and the HT techniques. In addition, the images 

convert from the grayscale images to the binary images. 

In the second part, the binary images are sent by the 

Internet to the receiver part. This part can be affected by 

the noise. The most commonly noise for the wireless 

communication is the additive white Gaussian (AWGN) 

noise at the receiver’s front-end, and man-made noise 

[30]. In the last module, the server is used to operate NN 

model to recognize the seven-segment digits. The 

mechanism of the proposed NRS with the IIoT platforms 

is shown in Fig. 4. 

 
Fig. 4. Proposed IIoT in NRS 

 
Fig. 5. Flowchart of functions in the proposed NRS 
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The functions in the overall proposed system are 

explained in the flowchart shown in Fig. 5. The NRS is 

developed for identifying SSDs. The red green blue 

(RGB) image obtained from a low-cost camera, e.g., a 

webcam. The RGB image is pre-processed by the 

following processes: image size normalization (The 

dimensions of the normalized image matrix are 500 rows 

and 1000 columns.), converting from the RGB color 

model to the grayscale model, image rotation analysis, 

noise reduction, and image binarization or adaptive 

thresholding. After that, the processed image is sent to the 

recognition module which is done by a digit extraction 

and a proposed NN method. As previously explained, the 

digit extraction consists of three common feature 

extractions which are centroids, aspect ratio, and area. 

Finally, the resultant performances are evaluated by the 

post-processing module in terms of confusion matrices, 

accuracy, and system complexity in terms of computation 

time and memory usage. 

VII.   RECOGNITION MODULE WITH M LAYER 

PERCEPTRON (MLP) 

An MLP is developed extending from a single-layer 

perceptron, which does not have a hidden layer. The 

hidden layer collects the group of neurons which contain 

an activation function. In the activation functions, we 

used the sigmoid-function because the dataset of this 

system is binary images which consist of 0 and 1 for 

black and white pixel's color. The hidden nodes depend 

on the types of input data and the number of input nodes. 

Many researches have tried to obtain the optimal number 

of nodes in the hidden layer based on trial-and-error and 

rule-of-thumb methods [31]. Our work shows how to use 

the MLP with two hidden layers. Most of the MLP 

models apply a back propagation (BP) algorithm which 

can be defined as a gradient descent method to minimize 

the squared output error [18]. Fig. 6 shows the BP in our 

MLP model with two hidden layers. In Fig. 6, the number 

of nodes of the input layer is 864 nodes due to the 

dimension of the HOG feature whose calculation is 

previously shown in Subsection 4.3. Hidden layers 1 and 

2 have 64 and 32 nodes, respectively. These are the 

results of the trial-and-error method which is explained in 

the next paragraph. The number of nodes of the output 

layer is 11 according to the numerical digits 0-9, and 

noise or symbols in number 10. 

 
Fig. 6. Our BP in MLP model with two hidden layers 

The critical task when we apply the NN model is how 

to select the optimal number of nodes in each hidden 

layer. Because if the unnecessary nodes are present in the 

NN, then the overfitting can occur. Therefore, we use the 

trial-and-error method to verify the best number of 

hidden nodes as it is normally used [32]. As can be seen 

in Fig. 7, we increase the number of nodes according to 

the trial-and-error method in the first hidden layer as 2i, 

where i is the iteration number and the second hidden 

layer increases 2i-1. Finally, we select 64 and 32 nodes in 

the first and second hidden layers, respectively as they 

provide the best accuracy. 

 
Fig. 7. Accuracy (in %) of hidden nodes in two hidden layers graph 

A. Back Propagation (BP) 

A BP model is widely performed in the supervised 

learning approaches [25]. This method is used in an ANN 

to calculate a gradient that is needed in the calculation of 

the weights in the network. The BP with a conjugate 

gradient algorithm can minimize the total error (𝐸total) 

expressed as:

 

𝐸total = ∑
1

2
(𝑡𝑎𝑟𝑔𝑒𝑡𝑖 − 𝑜𝑢𝑡𝑖)

2𝑁
𝑖=1     (8) 

 

where N is the number of nodes in the output layer. 

𝑡𝑎𝑟𝑔𝑒𝑡𝑖 and 𝑜𝑢𝑡𝑖  are the target and output values of each 

node, respectively. 

 

         
𝜕𝐸total

𝜕𝑊𝑖
=

𝜕𝐸total

𝜕𝑜𝑢𝑡o1

𝜕𝑜𝑢𝑡o1

𝜕𝑛𝑒𝑡o1

𝜕𝑛𝑒𝑡o1

𝜕𝑊𝑖
   (9) 

and 

 

            𝑊𝑖
𝑛𝑒𝑤 =  𝑊𝑖 −  𝜂

𝜕𝐸total

𝜕𝑊𝑖
               (10) 

 

where 𝑊𝑖
𝑛𝑒𝑤

 is an updated weight of weight 𝑊𝑖. 𝜂 is 

a learning rate. 𝑛𝑒𝑡o1 is a network input value at output 

node 1. Typically, 𝜂 is set to 0.5. 

VIII.   RESUTS AND DISCUSSION 

In this section, the simulations and the corresponding 

results comparing the system with and without the 

rotation process are presented and analyzed. 
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A. Improvement by Using HOG Feature and HT 

Techniques 

This work compares the performances between the 

NRS with and without the HOG feature and HT 

techniques. The HOG feature and HT techniques are used 

to solve the effect of the screen rotation problem. An NN 

is implemented to recognize the SSDs. However, the 

inputs of the NN model of both cases are different. In the 

system without the HOG feature and HT techniques, the 

number of pixels is used as inputs, while the number of 

HOG features is the input of the system with the HOG 

feature and HT techniques. Firstly, we show the benefit 

of using these techniques in the normal case, i.e., no 

screen rotation problem. Later, such a screen rotation 

problem is taken into account. Fig. 8 shows the 

preliminary results as the confusion matrix of the original 

NRS, while Fig. 9 shows the confusion matrix of the 

NRS with the HOG feature and HT techniques. The NRS 

with the HOG feature and HT techniques outperforms the 

original NRS even in the normal situation (no screen 

rotation problem) as we can see from the overall accuracy 

of 95.13% and 90.26%, respectively. Note that the 

percentages of the accuracy are computed by dividing the 

correctly identified objects and the total number of 

objects. 

 

Fig 8. Confusion matrix of the original NRS (no screen rotation problem) 

 

Fig. 9. Confusion matrix of the NRS with the HOG feature and HT 

techniques (no screen rotation problem) 

B. NRS Results and Discussion for SSD 

We propose an NRS based on an OCR method 

together with an MLP. Moreover, the HOG feature and 

HT techniques are used to solve the problem of screen 

rotation. SP noise, Gaussian Noise, and Speckle noise are 

included in the analysis since they are typical noises that 

can be seen in an image. A Wiener filter, which is an 

adaptive filter and the most important technique to 

remove unfocussed optics or linear motion is used. In Fig. 

10, we can see from the performance that the Wiener 

filter can significantly improve the performance under all 

the types of noise. 

 
Fig. 10. Accuracy (in %) of NRS with and without Wiener filter under 

the SP noise, Gaussian noise, and Speckle noise with the different noise 

densities. 

C. Accuracy of Original NRS and NRS with HOG 

Feature and HT Techniques 

We implement the original NRS and the NRS with 

HOG feature and HT techniques under the screen rotation 

which rotated between 0-180 degrees. The accuracy of 

both systems under the screen rotation problem (0-180 

degrees) is shown in Fig. 11. In the original NRS, when 

the screen is rotated with 180 degrees, the accuracy is 

higher than the other rotation angles (except 0 degree) 

because some digits such as 0, 1, and 8 show the same 

characters in 0 and 180 degrees. We can see from the 

figure that using the NRS with the HOG feature and HT 

techniques can improve the accuracy in all rotation 

degrees. It means that the results in terms of accuracy of 

the NRS with the HOG feature and HT techniques are 

better than the results of the original NRS. 

 
Fig. 11. Comparison between the accuracy (in %) of the original NRS 

and the NRS with HOG feature and HT techniques 
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D. Results under Screen Rotation Problem 

The screen rotation problem can usually occur with 

cameras in industries. Therefore, an NRS with the HOG 

feature and HT techniques is proposed to solve this 

problem. The proposed NRS can very well recognize not 

just the SSDs but also the symbol and the noise 

components in the SSDs with screen rotation problem as 

shown in Fig. 12(a)-(f). The symbol and the noise 

components are collected as number 10, which is 

predefined in the database. 

 
Fig. 12. The NRS results for screen rotation problem under the Gaussian 

noise density of 0.01. (a) The NRS result which can detect the SSDs (b) 

and (c) The NRS results which can detect the symbol in number 10 (d), 

(e), and (f) The NRS results which can detect the symbols and noise in 

number 10 

E. Accuracy of NRS under Random Screen Rotation 

Problem (0-180 degrees) 

The accuracy (in %) of the proposed NRS under three 

types of noise including SP noise, Gaussian noise, and 

Speckle noise for the screen rotation problem is shown in 

Fig. 13. The rotation angles are randomly varied with a 

uniform distribution from 0-180 degrees. Five iterations 

are simulated to show the average accuracy of the 

proposed system, which are 89.84%, 89.38%, and 89.74% 

for the cases under SP noise, Gaussian noise, and Speckle 

noise, respectively. Overall, they are almost the same 

F. Accuracy of NRS under Random Screen Rotation 

Problem (0-180 degrees) 

The accuracy (in %) of the proposed NRS under three 

types of noise including SP noise, Gaussian noise, and 

Speckle noise for the screen rotation problem is shown in 

Fig. 13. The rotation angles are randomly varied with a 

uniform distribution from 0-180 degrees. Five iterations 

are simulated to show the average accuracy of the 

proposed system, which are 89.84%, 89.38%, and 89.74% 

for the cases under SP noise, Gaussian noise, and Speckle 

noise, respectively. Overall, they are almost the same. 

 
Fig. 13. Accuracy (in %) of the system under three noise environments 

for the random screen rotation problem (0-180 degrees) versus the 

number of iterations of the simulations 

G. System Complexity in Terms of Computation Time 

and Memory Usage of NRS 

The NRS with and without the HOG feature and HT 

techniques are tested on an Intel Core i5 processor and 8 

GB RAM based computer. The MATLAB version 

R2017a is used. This paper used datasets from many 

different resources on the Internet such as ImageNet, 

Mendeley, and Google dataset. In addition, some images 

were taken by our low-cost camera. In total 497 images 

were used. We have 51 test set images which contain 198 

seven-segment numbers and 69 symbols. Table II. shows 

the system complexity as the computation time and the 

memory usage under three types of noise with 0.01 noise 

density. The comparison of NRS with and without the 

HOG feature and HT techniques shows that under SP 

noise the system takes the longest time and the most 

memory. In contrast, the system operating under the 

Speckle noise takes the least time and memory. The 

system with the HOG feature and HT techniques takes a 

longer time than the original NRS in general. Although 

the proposed NRS with the HOG feature and HT 

techniques is more complicated taking longer 

computation time, it is not significant. Table II. shows 

that our system took at most 1.86 seconds for analyzing 

an image which is acceptable as a real-time processing 

since the maximum delay requirement for IIoT 

architecture must be less than two seconds [33]. 

H. Our Testing Experiments with the NRS 

In this part, we describe the experiment steps and show 

the usage of our NRS in Fig. 14(a)-(d). We took 96 

additional images of the rotated SSDs and used them for 

the additional testing process. Each step of the 

experiment is explained as follows. First, the low-cost 

camera captures the input images. Fig. 14(a) shows one 
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example of them. It consists of the seven-segment digits 

and other undesired text information. Second, the images 

are normalized and further proceeded by the pre-

processing stage applying the adaptive thresholds as 

shown in Fig. 14(b). In Fig. 14(b), the HT is implemented 

to solve the screen rotation problem. Next, the result of 

the feature extraction is depicted in Fig. 14(c). In this 

figure, the problem of discontinuity in each seven-

segment digit is solved. Finally, in the last step, each digit 

is recognized by the NN model and the corresponding 

output is shown in Fig. 14(d). We can see that the other 

undesired text information is shown as number 10. The 

results of NRS from testing in each digit are shown in 

Table III. The average accuracy is about 95 percent, 

which is similar to the earlier results. 

TABLE II: COMPLEXITY COMPARISON BETWEEN NRS WITH AND 

WITHOUT THE HOG FEATURE AND HT TECHNIQUES FOR SSDS 

NRS Types of Noise 
Computation Time and 

Memory Usage (per image) 

NRS without 

HOG feature 

and HT 

Technique 

SP Noise 1.77 seconds and 28.72 MB 

Gaussian Noise 1.58 seconds and 28.54 MB 

Speckle Noise 1.40 seconds and 27.71 MB 

NRS with HOG 

feature and HT 

Technique 

SP Noise 1.86 seconds and 47.54 MB 

Gaussian Noise 1.75 seconds and 45.51 MB 

Speckle Noise 1.61 seconds and 41.27 MB 

TABLE III: PERFORMANCE OF NRS  

Digit 
Total 

Samples 

Correctly 

Recognized Samples 

Accuracy  

(in %) 

Digit 0 61 59 96.72 

Digit 1 39 36 92.31 

Digit 2 34 32 94.12 

Digit 3 44 43 97.73 

Digit 4 37 36 97.30 

Digit 5 33 31 93.94 

Digit 6 56 55 98.21 

Digit 7 35 32 91.43 

Digit 8 40 37 92.50 

Digit 9 24 22 91.67 

Digit 10 

(Noises and 

Symbols) 

116 110 94.83 

Total 516 493 95.54 

IX.  CONCLUSION 

The numeral recognition system (NRS) based on an 

optical character recognition (OCR) method was 

proposed. Firstly, we collected the images of seven-

segment displays (SSDs) from various types of 

instrument displays, such as calculators, multi-meters, 

and industrial equipment. Secondly, the digital image 

processing (DIP) techniques including morphological 

operations, filtering, and adaptive threshold setting, were 

used to prepare more suitable images for pattern 

recognition. Then, a multi-layer perceptron (MLP), which 

is one of the neural network (NN) models, was used to 

classify the digit data. The NRS was implemented in an 

industrial Internet of things (IIoT) platform which made 

the collected data possible to be used immediately 

without a cumbersome process for dealing with different 

equipment brands. The Salt and pepper (SP) noise, 

Gaussian noise, and Speckle noise were taken into 

account in the study since they are typical noise types that 

occurred on an image. An adaptive Wiener filter is used 

for noise mitigation. Moreover, the screen rotation 

problem was considered and solved by applying the 

histogram of oriented gradients (HOG) and Hough 

transform (HT) techniques. Finally, the MLP was used 

for classifying the numbers in the images. We achieved 

the average accuracy about 95 percent from the actual 

experiments. The system complexity in terms of 

computation time and memory usage was verified. Under 

the SP noise, the system took longer time than when it 

operated under the Gaussian and Speckle noises. The 

NRS with the HOG and HT techniques could well 

enhance the accuracy while taking just a bit more 

computation time and memory usage than the NRS 

without the HOG and HT techniques. Due to low 

computation time, in general, our proposed system is 

suitable for a real-time service. IN the possible use cases 

application of this work in the future, it can include 

remote data acquisition and system actuation in factories 

or remote data acquisition and laboratory equipment 

parameter adjustment for online laboratory classes. 

 
Fig 14. (a) The input image (b) The pre-processing image (c) The image 

with the feature extraction techniques (d) Recognized output image 
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