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Abstract—This work analyzes the architectural complexity of a 

Multi-Layer Perceptron (MLP) Artificial Neural Network (ANN) 

model suitable for modeling and predicting signal power loss in 

micro-cellular environments. The MLP neural network model 

with one, two, and three hidden layers respectively were trained 

using measurement datasets used as the target values collected 

from a micro-cell environment that is suitable to describe 

different propagation paths and conditions. The neural network 

training has been performed by applying different training 

techniques to ensure a well-trained network for good 

generalization and avoid over-fitting during network training. 

Bayesian regularization algorithm (that updates weights and 

biases during network training) following the Levenberg-

Marquardt optimization training algorithm was used as the 

training algorithm. A comparative analysis of training results 

from one, two, and three hidden layers MLP neural networks 

show the best prediction result of the signal power loss using a 

neural network with one hidden layer. A complex architectural 

composition of the MLP neural network involved very high 

training time and higher prediction errors. 
 

Index Terms—Architecture of MLP ANN, Micro-cellular, 

Neuron variation, Signal power loss, Bayesian Regularization, 

ANN. 

 

I. INTRODUCTION 

A basic contributing factor in planning an efficient and 

workable wireless radio communication networks as well 

as improving existing communication networks depends 

on the ability to precisely predict the coverage and 

strength of the radio signal between transmitters and 

receivers in the communication networks [1], [2]. The 

mathematical algorithms required for prediction of the 

signal coverage and strength is known as propagation 

models [3]. Propagation path loss, also known as signal 

power loss as electromagnetic signals transmitted from 

the transmitters to the receivers, is the unwanted loss in 

transmitted power density enroute the transmitter to the 

receiver in cellular radio channels. The loss arises as a 

result of many factors, such as environmental blockades 

and multi-path propagation effects [4], [5]. This causes 

the received signal power to fluctuate and attenuate 

around the User Equipment (UE).   

Over the years, different traditional models such as the 

deterministic model, the empirical model, and the semi-

empirical models have been applied to solve the effect of 

signal power loss in diverse environments for proper field 
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strength prediction [6]. These traditional models have 

been developed to address propagation behavior in 

specific areas making it not fitting or too cumbersome for 

broader application. Artificial Neural Network (ANN) 

modes have been used considerably as a better alternative 

model for field strength prediction with wider 

adaptability in different propagation environments [7], [8]. 

A reliable and accurate signal strength prediction model, 

such as ANNs, ensures coverage area and power 

optimization and gets rid of interference problems of the 

radio transmitters. This helps network engineers and 

planners to properly optimizes the coverage area and 

ensure adequate use of transmitting powers  

Artificial neural networks are computational models 

that are based on biological neural network structures. Its 

functions that the crude electronic models simply learn 

from in solving different problems such as predictions 

and finding trends in large quantities of data. Varieties of 

ANN models have been developed over the years for 

signal processing, system control, system optimization, 

pattern recognition, etc. [8]-[10]. These include the Multi-

Layer Perceptron (MLP), the Radial Basis Function 

(RBF), the recurrent networks, the wavelet networks, etc. 

[11], [12]. The MLP-ANN is a common neural network 

structure because of its unambiguous structure and 

simplicity in usage. It consists of an input layer, one or 

more hidden layers, and an output layer. They belong to 

the neural network structure known as feedforward ANNs 

which are basically capable of function approximation, 

including integral and continuous functions [12]. Multi-

layer perceptron ANNs have also been applied for 

microwave modeling & designs and have shown a 

smooth & measurable function approximation between 

the input/output vectors [13], [14]. 

However, a major drawback MLP-ANN exhibits is 

difficulty in the determination of an adequate number of 

layers and neurons the hidden layers required for efficient 

network training [15]. Too many neurons in the hidden 

layers of MLP-ANN result in poor network 

generalization during network training, this leads to non-

convergence of the network [16]. The ability of the 

neuron weights to adequately converge at a point of 

satisfactory operation (during network training) is known 

as good network generalization. The MLP-ANN 

architecture is expected to be in synchronization with the 

underlying physical complexity of the problem to impact 

adequately on the training procedure [15], [16]. Also, 
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aside from ensuring the appropriate selection of the 

hidden layer neurons during network training, poor 

ANNs generalization can be reduced using the Bayesian 

Regularization (BR) training approach and application of 

early stopping method during network training.  

The activation function for the output neurons of the 

MLP-ANN may be logistic functions such as sigmoid or 

a simple linear function that computes the weighted sum 

of the stimuli. Each of the neurons is a processing 

element with the switching activation function, with 

many of the neurons combining to produce the overall 

actual result. It is (these neurons) switching state 

combination which respond to various external stimuli 

values that permits the ANN to characterize a nonlinear 

mapping. Therefore, the architectural composition and the 

selection of an appropriate number of hidden layer 

neurons of the MLP-ANN is essential for its performance. 

The authors in ref. [17], [18] proved the universal 

approximation theorem for MLP-ANN, however, there is 

no illustration about the number of neurons required, 

specified layers of MLP-ANN required to approximate a 

given function. Thus, failure to design accurate model 

architecture can point to an inadequate number of the 

hidden neurons, inadequate training/learning, presence of 

stochastic relation instead of deterministic between the 

input and the out layers [18]. The input neurons of MLP-

ANN basically relay the external stimuli to hidden layer 

neurons, making the input activation function work as a 

relay function.  

The selection of appropriate neuron numbers is one of 

the critical factors that determine the ANN performance 

during the network training. This has been an open 

problem as there is no basic rule to guide in the neuron 

number selection. Most time, it is mainly based on trial 

and error [19], [20].  

In this research work, authors have adopted two 

different methods in determining an appropriate MLP-

ANN size for effective training/learning of 

electromagnetic signal power loss using a dataset 

collected from a micro-cell environment. An adaptive 

process that adds/deletes neurons (during network 

training and application of constructive training algorithm) 

such as the BR algorithm to match the complexity of the 

neural network model with the problem complexity has 

been adopted. Fig. 1 represents the flowchart of 

procedure of MLP-ANN signal power loss training and 

prediction. The MLP-ANN training at the application of 

different numbers of hidden layers and neurons has been 

performed using the BR algorithm, which is a back-

propagation training algorithm that minimizes error 

function in accordance with Levenberg-Marquardt (LM) 

algorithm [21]. The BR algorithm update weight and bias 

in agreement with LM optimization [22], [23] and adjusts 

the linear combination to guarantee an improved 

generalized network. 

The early stopping technique using the ratio of 

70%:15%:15% for training, testing, and validation during 

network training was adopted to avoid network over-

fitting during training. The 1st order statistical indices, the 

standard deviation, and the coefficient of correlation were 

used for prediction error analysis. The neural network 

training was done with neuron variation in the hidden 

layers from 5 to 100 neurons to ensure that a considerable 

number of neurons have been employed for network 

training for better assessment. The result shows that MLP 

neural network training with one hidden layer with 

neuron variation from 5 to 100 neurons gave the best 

prediction result with training using 50 neurons in the 

hidden layer. Training with 50 neurons gave the highest 

coefficient of correlation of 0.96870 and a standard 

deviation of 1.39040 in comparison to training with 5 and 

100 neurons, which gave a coefficient of correlation of 

0.90550 and 0.84470, respectively. 

 
Fig. 1. Flowchart of procedure of MLP-ANN signal power loss training 

and prediction. 

The multi-layer perceptron network training with two 

hidden layers shows the best prediction with a coefficient 

of correlation of 0.96790 and a standard deviation of 

1.82720 with 50 neurons in the hidden layer one and 45 

neurons in the hidden layer two, respectively. In 

comparison with training with the lowest number of 

neurons of 10 neurons in the hidden layer, one and 5 

neurons in hidden layer two, and the highest number of 

neurons of 100 neurons in the hidden layer one and 95 

neurons in the hidden layer two, the coefficient of 

correlation is 0.91850 and 0.75890. Lastly, the MLP 

network with three hidden layers was trained with the 

best prediction result seen with 30 neurons in hidden 

layer one, 25 neurons in hidden layer two, and 20 neurons 

in hidden layer three with the coefficient of correlation of 

0.91830.  

This work has been organized as follows: Section II 

describes the architectural composition of MLP-ANN, 
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back-propagation, and MLP-ANN training. Section III 

described the training algorithm, method of training set 

selection, neuron variation, data measurement procedures 

with predictions. The section IV analyses the results of 

this work, and finally, Section V concludes the work and 

recommends the future aspects. 

II. BASIC OF MULTI-LAYER PERCEPTRON ARTIFICIAL 

NEURAL NETWORK 

A. Architectural Composition of Multi-layer Perceptron 

Artificial Neural Network  

The universal approximation theorem states that three-

layered MLP-ANN approximates practically any 

nonlinear function [18], [24]. However, there is no 

specification of the size (number) of the hidden layer of 

neurons for specified problem complexity. The actual 

required number of the hidden layers and neurons has 

remained an open problem for effective neural network 

training/learning. Various hidden layer neurons may 

result in over-learning during network training, while few 

neurons may result in inadequate training/learning of the 

data trend [16]. The neural network can be assessed in 

terms of their generalization and mapping capability. Fig. 

2 shows the basic multi-layer perceptron artificial neural 

network with multiple hidden layers. 

 

Fig. 2. Multi-layer perceptron artificial neural network with multiple 

hidden layers. 

Practically, MLP-ANN with one or two hidden layers 

is usually employed for Radio Frequency (RF), and 

microwave applications as at least one hidden layer are 

necessary for nonlinear function approximation. However, 

a four-layered perceptron may be better in the modeling 

of nonlinear problems where there is the existence of 

certain localized behavioral components repeatedly in 

various regions of problem space [16]. A three-layered 

MLP-ANN, though can model such problems, it may 

require many hidden layer neurons. 

Neurons are switches with information input and 

output, which will be activated with enough stimuli of 

other neurons stroking the information input and sending 

a pulse at the information output [25]. The neurons 

receive information from the synapses, which are special 

connections. Mathematically, a single hidden layer of 

MLP-ANN can arbitrary approximate functions, however, 

this is with only finite discontinuities and first derivations 

[16]. The proof thus is not constructive as there is a gap 

to the correct number of neurons and weights required. 

An n-layer has exactly n-variable weight layers and n+1 

neuron layer. 

If the total number of layers is L , the input layer is the 

first layer, the second layer L-1 is the first hidden layer, 

while Lth the layer is the output layer. If the neuron 

numbers in the Lth layer are NL then L = 1, 2, 3, …. If 1w ij

represents the weight of the jth neuron of (L-1)th the layer 

and the ith neuron of the Lth 11 ,1L LjN i N   . If xi 

represents ith external input, the MLP-ANN and L
iZ is the 

output of the ith neuron of the Lth layer. Introducing extra 

weight parameter for each neuron 0
L

iw represents the bias 

for the ith neuron of Lth layer. Therefore, the weight w of 

the MLP-ANN includes L
i jw s, where j = 0, 1, 2, 3….NL-1, 

and i = 1, 2, 3, …NL, L = 1, 2, 3, …., L, thus:  

 2 2 2
10 11 12 1............

T
L

L Lw w w w w N N   (1) 

Practically, the w optimal weight values are obtained 

during the process of MLP-ANN training, where there is 

an adjustment of the weight such that error between the 

ANN model output and the initial problem output is 

minimized.                           

B. Back Propagation  

A major objective in developing a neural network 

model is in finding the optimal set of weight parameters 

such that the actual output closely represents or 

approximates the initial problem behavior [5], [26]. This 

is actualized through a training process where a set of 

training data is presented to the MLP-ANN. The training 

data are pairs of the desired output and a total number of 

training samples, while the MLP-ANN performance 

during training is evaluated by computation of the 

difference between the actual and the desired output [27].  

If x represents the initial problem or set of input data, 

then the actual output y = (x, w), where w is the weight 

parameter. The neural network tries to find the optimal 

set of weight parameters w such that y = (x, w), which 

should closely approximate the initial problem x. Let the 

set of the training data presented as:  

( , ), 1,2,3,........Sn nx d n   (2) 

where dn is the desired output of the ANN for input data 

xnS is the total number of the training samples. The 

performance of the ANN is assessed during the network 

training by computation of the ANN actual output and the 

desired output with the difference between the two 

known as error. This is expressed as [16], [28]: 

2

1

1
E ( ( , ) )

2
r

m

j n

n jєS

jny x w d



        (3) 

where djn is the jth element of dn, yj(xn, w) is jth ANN 

output for the xn input and the Sr is the index of the 
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training data. During the network training, the weight 

parameters w is adjusted, such that there is error 

minimization.   

C. Multi-Layer Perceptron ANN Training  

During the training process of the MLP-ANN, the 

weight w is initialized using small random values. The 

weight parameter is updated along the negative direction 

of the gradient of the error until the error becomes small 

enough [29], [30].  

E
w e

w



 


  (4) 

where ƞ is the learning rate parameter and e is the error. 

Using one training sample per time for weight update, the 

per-sample error function ES is expressed as:  

2

1

1
( ( , ) )

2

m

s j n jn

j

E y x w d



 
        (5) 

Multi-layer perceptron with sigmoid transfer function 

and linear transfer function in the hidden and output layer 

respectively, are universal approximators [31]. The 

weight and biases are adjusted during the training process 

in accordance with the training algorithm to give 

minimum Mean Squared Error (MSE). The network 

performance i.e. the MSE is expressed as: 

2

1

1
[ ( ) ( )]

m

j

MSE d j y j
S



 
  (6) 

where S denotes the total number of training samples j in 

one epoch. Multi-layer perceptron-ANN is trained to 

employ back-propagation algorithms [14], [32]. The basic 

algorithm calculates an adjustable network parameter 

update for every calculation step m: 

( 1) ( ) .
( )

MSE
m m

m
  




  


    (7) 

where χ denotes a vector of present weights and biases, 

the partial derivative of MSE is the present gradient, ƞ 

which is the learning rate.  

For proper training of MLP-ANN, the process of 

training requires a set of examples of network behavior 

i.e. the network input and the target outputs. Therefore, 

the values of signal power measured at different points of 

the considered micro-cell environment over a distance of 

800 m were employed. During the process of training, 

MLP-ANN learns the relationship between the location of 

measurement points i.e. from the measured data, the link 

between the input vector and the target vector for the 

given environment. The number of the layers and neurons 

for the proposed MLP-ANN model are experimentally 

determined. The early stopping method and Bayesian 

Regularization were applied during network training to 

improve network generalization [14].  

III. T , METHOD OF TRAINING SET 

SELECTION, DATA MEASUREMENT PROCEDURES 

A. Training of ANN Using BR Algorithm 

Bayesian Regularization (BR) algorithm is applied in 

weight update during network training in agreement with 

LM algorithm and has demonstrated near better training 

by linear permutation of squared error and weight 

variables [33]. The algorithm uses BR and modifies all 

variables in accordance with LM function approximation 

method [34], [35]. 

    
t tJ J I J E   

                               (8) 

where J and δ are the Jacobian matrix and the weight 

update vector (unknown), respectively, and E and λ are 

error and the damping factor, respectively. The damping 

factor for the optimization process is modified at all 

iteration. Usually, the Hessian is approximated using the 

Jacobian matrix [36]: 

    
tH J J                    (9)  

The LM algorithm is based on the network preliminary 

weight value, convergence may occur at local minima, or 

there will be no convergence at all. The data outliers and 

initial weights are not considered, resulting in poor 

generalization [36]. Therefore, the BR algorithm is used 

to avoid poor network generalization by permitting 

adequate weights that are vital for solving the specific 

problem [37]. It increases the cost function to detect the 

smallest error in applying the smallest weight. Two 

hyper-parameters, alpha, and beta are introduced to 

advise the direction of the learning process. The cost 

function is expressed as [38]: 

d sF E E                      (10) 

where Ed is the sum squared error while Es is sum squared 

weight. The addition of BR to LM adds up a small 

overhead to the process of network training.  

B. Selection of Training Set and Neuron Variation 

There is a need for appropriate training set selection 

from the real propagation path from which the MLP-

ANN will learn to calculate received power, which is the 

most crucial factor in the training phase. For training 

optimization, the training set involves measurement data 

from different routes with different characteristics of 

propagation such as reflection, diffraction, reflection, 

direct rays, etc. The selected routes also include received 

positions that show various ranges of the input parameter. 

Hence the network can learn to behave in different 

situations and thus make an appropriate generalization on 

application to new cases. 

The first important step in the training process is 

appropriate measurement points characterization in the 

training route according to their type of dominant path. 

The choice of training routes was a planned process and 
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enough balanced number of measured data points that 

represent different propagation conditions supplied. A 

total 1970 data of measurements were recorded, each 

with different received signal power. The neural network 

was trained using different numbers of neurons in the 

hidden layers that vary from 5 to 100 neurons to extract a 

better assessment. The neuron variations are shown in 

one hidden 

layer, two hidden layers, and three hidden layers, MLP-

ANN, respectively.  

C. Data Measurement, Tools, and Procedure 

Typically, a single transmitter was assumed, while 

different received locations were part of the route or mesh 

grid. The received power was measured along different 

routes using drive test equipment [5], [39]. There were 

repeated measurements to average out the signal 

cancellations and enhancements as a result of the multi-

path phenomenon. For each measurement point, the 

coordinates and received power level information in dBm 

were recorded. The signal power transmits at the 1900 

MHz band using 4 dBi antenna gain and 35 dBm transmit 

power. The receiver is mobile phones that were 

connected to a Personal Computer (PC). The receivers 

termed MI and M2 (mobile station 1 and mobile station 2) 

were set at idle and dedicated modes. M1 was set at idle 

mode while M2 was set to dedicated mode. The Base 

station is the transmitter. 

The measurements started from a point very close to 

the transmitter, ending at a location 800 m away from the 

transmitter. The location information using the driving 

test equipment was automatically recorded 

simultaneously. The measurement set-up is shown in Fig. 

3.   

 
Fig. 3. A set-up of field test measurement [40]. 

D. Neural Network Training and Prediction 

 The neural network training was carried out using BR 

algorithm with early stopping data division technique. 

The dataset training was done via neural network toolbox 

(nntraintool) in MATLAB 2015a using 1970 input data, 

which is also the target data. Dataset was normalized in 

an excel spreadsheet before the neural network training to 

avoid bias in the order of presentation of the data pattern 

during the network training. The early sopping technique 

at a ratio of 70:15:15 for training, testing, and validation 

of the dataset to avoid overfitting was adopted. The 

dataset was trained for an average of ten runs to ensure 

adequate learning of the dataset by the network, while the 

training values with the least error recorded. The 1st order 

statistical indicators, the Standard Deviation (SD), and 

the coefficient of correlation (r) were employed for 

analysis of the performance of the trained dataset by 

measuring the difference between the actual value (target 

value) and the prediction value. The training time and the 

number of epochs required for training each number of 

neurons were also recorded. The measured dataset 

normalized before the neural network training to improve 

the training phase of the network using the vector 

normalization technique is expressed as [16], [41]: 

  

1

( )

n
n

o

l

d
d

d






             

(11) 

where dn and do are the normalized data value and the 

original data value, respectively. The 1st order statistical 

indices use for result analysis  are defined as [42], [43]:  

2
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1
S

o o

o

SD d a MAE
S



 
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 

  

 

 (12) 

   
1

2 2

1 1

N

o o o o

o

S S

o

o o

d d d a

r

do do do a



 

 


   
       

      
      



 

          

 

(13) 

where do and ao 
are the desired and actual network output, 

respectively. oa is the mean of the actual output and o = 

1,2, 3, ……… s, which are values for samples of signal 

power.  

IV. ANALYSIS OF RESULTS AND DISCUSSIONS 

The field measurement result of the signal power at 

different points from the transmitting antenna was 

collected using mobile phones installed with TEMS 

software via a drive test. The collected data were 

transferred to a laptop installed with TEMS software, 

where the data had been extracted and normalized using 

an excel spreadsheet. The normalized data were used as 

input in training the artificial neural network model.   

Table I shows the training result using MLP-ANN with 

one hidden layer. The neuron numbers in the hidden layer 

were varied between 5 to 100 neurons during network 

training using the BR training algorithm. The MLP-ANN 

was trained to vary the neuron numbers in the hidden 

layer, with 50 neurons giving the highest coefficient of 

correlation of 0.96870 and the least standard deviation 

1.39040. This shows that training the network with 50 

neurons gives the best prediction of the target values. 

However, the training time required was averagely high 
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in comparison to the time required for training the 

network with fewer neurons, however, with fewer 

neurons, the network did not appropriately learn the 

training dataset. As the neuron numbers increases, the 

training time decreases with a strong deviation of the 

prediction values from the target values. At 100 neurons 

in the hidden layer, the coefficient of correlation dropped 

to 0.84470 and a standard deviation of 4.22880 was 

recorded except for 5 to 20 neurons in the hidden layer 

that required 199, 207, 364, and 564 epochs to get the 

network trained, other values from 25 to 100 neurons in 

the hidden layer required 1000 epoch to train the network.  

In Table II, the MLP-ANN was trained using two 

hidden layers while varying the neurons in hidden layer 

one and hidden layer two. The neurons were varied 

between 10 to 100 in the hidden layer one and between 5 

to 95 in the hidden layer two. The variation of neurons 

with 50 neurons in the first hidden layer and 45 neurons 

in the second hidden layer gave the highest coefficient of 

correlation of 0.96790 and the least standard deviation of 

1.82720 i.e. best prediction of the target values. However, 

a very high training time of 3:36:10 was required, which 

was high in comparison to the time required for training 

the network with fewer and more neurons in the hidden 

layer one and hidden layer two, respectively. From 60 

neurons in hidden layer one to 55 neurons in hidden layer 

2, the training epoch required dropped from 1000 to 116, 

and at 100 neurons in hidden layer one and 95 neurons in 

hidden layer two, the required training epoch becomes 

only 56. However, at 100 and 95 neurons in the first and 

second hidden layers, the coefficient of correlation has 

dropped to 0.75890, and the standard deviation was 

3.05660 showing a strong deviation of the prediction 

values from the target values. 

In Table III, training of the MLP-ANN was performed 

using three hidden layers while varying the neurons in the 

three hidden layers. The variation of the neurons ranges 

from 15 to 100 in hidden layer one, from 10 to 95 in the 

hidden layer two and from 5 to 90 in the hidden layer 

three, respectively. The best prediction result is seen with 

30, 25, 20 neurons in the first, second, and third hidden 

layers, respectively, with the highest coefficient of 

correlation of 0.91830 and a standard deviation of 

1.80390 and training time of 00:32:12 recorded. Further 

training of the network required very high training time, 

and at 100, 95, 90, neurons in the first, second, and third 

hidden layers, the network training time was over seven 

hours. The values with the highest prediction accuracy 

are highlighted with astrics (*) in the Tables. 

TABLE I: ANALYSIS OF N MLP-ANN WITH ONE HIDDEN LAYER 

Neuron number 

for one hidden 

layer MLP 

Training time Epoch (1000) 
Coefficient of 

Correlation (r) 

Standard 

Deviation (SD) 

5 00:00:02 199 0.90550 1.90550 

10 00:00:04 207 0.91290 1.87660 

15 00:00:13 364 0.92440 1.81460 

20 00:00:25 564 0.94580 1.60600 

25 00:00:26 1000 0.94770 1.58570 

30 00:00:28 1000 0.95530 1.55170 

35 00:00:31 1000 0.95650 1.54460 

40 00:00:38 1000 0.96050 1.47900 

45 00:00:39 1000 0.96170 1.47280 

50* 00:00:39 1000 0.96870 1.39040 

55 00:00:40 1000 0.96350 1.39710 

60 00:00:44 1000 0.96250 1.43570 

65 00:00:45 1000 0.95690 1.97650 

70 00:00:49 1000 0.94540 2.24330 

75 00:00:53 1000 0.92830 2.55390 

80 00:01:00 1000 0.91150 2.98340 

85 00:01:08 1000 0.90950 3.34270 

90 00:01:14 1000 0.87430 3.74050 

95 00:01:16 1000 0.86450 4.19010 

100 00:01:22 1000 0.84470 4.22880 

*Highest prediction accuracy 
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TABLE II: ANALYSIS OF N MLP-ANN WITH TWO HIDDEN LAYERS 

Neuron number 

for two hidden 

layers MLP 

Training time Epoch (1000) 
Coefficient of 

Correlation (r) 

Standard 

Deviation (SD) 

[10 5] 00:00:29 1000 0.91850 1.83180 

[15 10] 00:00:47 1000 0.95590 1.56310 

[20 15] 00:01:50 1000 0.96520 1.58540 

[25 20] 00:04:40 1000 0.93390 2.45180 

[30 25] 00:10:34 1000 0.90830 2.64050 

[35 30] 00:30:37 1000 0.90490 2.00360 

[40 35] 00:38:43 1000 0.90790 1.90320 

[45 40] 03:30:40 1000 0.90710 1.91990 

[50 45]* 03:36:10 1000 0.96790 1.82720 

[55 50] 04:06:05 1000 0.91230 1.90870 

[60 55] 01:14:23 116 0.90690 2.13640 

[65 60] 01:10:30 112 0.90550 2.12240 

[70 65] 01:05:39 107 0.90220 3.08900 

[75 70] 00:59:40 102 0.89020 3.44890 

[80 75] 00:52:23 89 0.87040 3.41470 

[85 80] 00:46:04 86 0.84440 3.39020 

[90 85] 00:39:10 81 0.76600 3.31980 

[95 90] 00:36:40 76 0.76120 3.30010 

[100 95] 00:32:14 56 0.75890 3.05660 

TABLE III: ANALYSIS OF NEURON VARIATION IN MLP-ANN WITH THREE HIDDEN LAYERS 

Neuron number 

for three hidden 

layer MLP 

Training time Epoch (1000) 
Coefficient of 

Correlation (r) 

Standard 

Deviation (SD) 

[15 10 5] 00:03:08 1000 0.90460 1.98040 

[20 15 10] 00:07:32 1000 0.91590 1.93130 

[25 20 15] 00:07:85 1000 0.91030 1.90090 

[30 25 20]* 00:32:12 1000 0.91830 1.80390 

[35 30 25] 01:19:52 1000 0.94450 2.42670 

[40 35 30] 03:41:04 1000 0.89400 3.30380 

[45 35 30] 03:56:45 1000 0.89010 3.23450 

[50 45 40] 03:51:20 1000 0.86100 4.30100 

[55 50 45] 04:40:22 1000 0.81890 4.87600 

[60 55 50] 04:52:10 1000 0.80070 4.89010 

[65 60 55] 05:51:49 1000 0.80020 4.56900 

[70 65 60] 05:45:45 1000 0.79090 5.67800 

[75 70 65] 06:57:19 1000 0.75900 5.61240 

[80 75 70] 06:45:41 1000 0.75750 5.60010 

[85 80 75] 06:41:56 1000 0.73890 5.55900 

[90 85 80] 07:47:10 1000 0.73420 6.67900 

[95 90 85] 07:32:57 1000 0.71890 6.56700 

[100 95 90] 07:09:40 1000 0.68370 6.48200 

*Highest prediction accuracy 

 

Journal of Communications Vol. 16, No. 1, January 2021

©2021 Journal of Communications 26

EURON VARIATION IN 



A multi-layer perceptron neural network with one 

hidden layer can effectively predict signal power loss 

with an adequately trained dataset as the target values. 

This is clearly seen as 0.96870: 0.96790: 0.91830 for the 

coefficient of correlation for MLP-ANN with one hidden 

layer, two hidden layers, and three hidden layers, 

respectively. And their standard deviation from the actual 

value (target value) is 1.39040: 1.82720:1.80390 for 

MLP-ANN with one hidden layer, two hidden layers, and 

three hidden layers, respectively. The training time 

required to train the MLP-ANN with one hidden layer is 

also very minimal in comparison to the required training 

time for training MLP-ANN with two and three hidden 

layers, respectively. 

V. CONCLUSIONS AND FUTURE RECOMMENDATIONS 

In this research work, MLP-ANN has been trained 

with one, two, and three hidden layered neurons with 

neurons ranging from 5 to 100 neurons in the hidden 

layers to ascertain the best architectural composition of 

MLP-ANN in the prediction of signal power loss. Other 

training strategies, such as training using the early 

stopping method and Bayesian regularization algorithm 

for optimum training results, were adopted. The training 

dataset represents different signal propagation paths and 

conditions, and the results can make suitable 

generalization in different propagation situations. 1st 

order statistical measurement indices, the coefficient of 

correlation, and the standard deviation were used to 

ascertain the performance of the MLP-ANN training 

while training time was also considered.  

The results conclude that for effective prediction of 

signal power loss using the MLP-ANN model, a network 

with complex architectural composition is not required as 

this leads to overfitting during network training resulting 

in high prediction errors and very high training time. 

Future work will investigate signal power loss prediction 

in indoor and in-built houses using a multi-layer 

perceptron artificial neural network with a single hidden 

layer. 
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