Abstract — Nowadays, the rapid growth of wireless Internet of things (IoT) devices is one of the significant factors leading smart systems in various sectors, such as healthcare, education, and agriculture. This is, of course, not limited to the industrial sector, where the IoT concept is applied for real time monitoring and control of devices instead of human beings. Co-channel interferences occurs when two or more devices are using the same channel. It causes unnecessary contention as the devices will be forced to defer transmissions until the medium is clear causing a loss of throughput. Adjacent channel interference is even more serious and occurs when the devices are on overlapping channels causing corrupted data, which makes indispensable retransmissions. The more devices are added to an environment, the higher the likelihood of interference problem is. Due to a huge number of IoT devices, the interference issue becomes very serious. In this paper, a long short-term memory network-based interference recognition (LSTM-IR) is proposed. This method is integrated into the industrial IoT (IIoT) network in factory environments to mitigate the effect of interferences. The comparative results are done among three interference suppression techniques (IST) including the traditional minimum mean square error (MMSE) approach, the multi-layer perceptron (MLP), and the proposed LSTM-IR. Since the type of transmitting and receiving data is usually a sequencing data type. Therefore, the proposed method with the input data from a fast Fourier transform (FFT) algorithm provides better performances because it is based on an LSTM which is suitable for the sequences of data. The number of the devices in the factory is obviously the key factor because the smaller number of active devices causes less interferences.
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1. INTRODUCTION

Internet of things (IoT) is an essential concept that has been implemented in various fields, i.e., smart cities, traffic management, waste management, health, logistics, industrial factory control, energy management, just to name a few [1]. The IoT concept is defined as things that can connect with the Internet and communicate amongst other things for exposing their functionalities. The requirements of IoT devices depend on each device, its Radio Frequency (RF) technology, and usage type, such as coverage, transmission rate, data length, and power consumption [2].

The demand for IoT devices is continuously increased. Especially, in the industrial factories, there are several electronic devices connected with the Internet for transmitting data due to the recent trend of smart industrial automation. An example of industrial automation is the usage of the Programmable Logic Controller (PLC), which works as a server for controlling all IoT devices or instruments, such as a robot arm, a conveyor belt, a measuring meter, and sensors through wireless communications [3].

<table>
<thead>
<tr>
<th>Countries</th>
<th>Frequency ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States (US)</td>
<td>902 MHz – 928 MHz</td>
</tr>
<tr>
<td>Korea</td>
<td>917.5 MHz – 923.5 MHz</td>
</tr>
<tr>
<td>Japan</td>
<td>916.5 MHz – 927.5 MHz</td>
</tr>
<tr>
<td>Singapore</td>
<td>866 MHz – 869 MHz and</td>
</tr>
<tr>
<td>Europe</td>
<td>863 MHz – 868 MHz</td>
</tr>
<tr>
<td>Thailand</td>
<td>920 MHz – 925 MHz</td>
</tr>
</tbody>
</table>

The combination between the industry and the advanced information technologies is focused as the quiddity to improve the new era of industrial automation as we expected for the industrial revolution 4.0 [4]. With the overwhelming quantity and diversity of the available IoT options involving the three following fundamental connectivity parameters: range, bandwidth, and power consumption, choosing a right wireless technology for the industrial IoT (IIoT) application is important [5]. Wi-Fi HaLow is one of the technologies designed for large IoT networks because it can work in long-range with low power consumption. Wi-fi HaLow presents the highest data rate, which can be up to 347 Mbps (with a minimum of 150 kbps) among the other low power wide area network (LPWA) technologies, like NB-IoT, SigFox, LoRa. Wi-Fi HaLow implements in the specification over a set of unlicensed sub-1GHz bands (below 1 GHz) which are available in most territories [6]. However, many other technologies also use this similar sub-1GHz, such as SigFox, LoRa, NB-IoT, Z-Wave, and ZigBee [7]. Consequently, the effect of interference or coexistence issue is raised. The operating frequency bands can be slightly different in different countries [8] as shown in Table I. It is to note that even if we use the Wi-Fi HaLow
as an example of the RF technology for our IIoT network due to its advantages the proposed technique is able to solve the similar problem in other RF technologies.

The interference from the several wireless devices can severely degrade the reliability of the IoT networks, e.g., packet collisions, bit error rate performance, and throughput, especially, when massive numbers of IoT devices are deployed in dense environments [9]. However, there is no protection from all people using the same or adjacent channels [10]. Moreover, an appropriate interference suppression technique (IST) has not yet been developed into such a dense factory environment. Thus, a proper solution for the interference or coexistence problem in such a case is still open and indispensable. In addition, there are normally many machines and devices operating in a factory, which can severely cause the impacts of multipath fading, log-normal shadowing fading, and path loss.

A neural network (NN) model tries to use the human brain as a reference because the human brain has a remarkable capability to recognize and classify images, scenes, and objects very quickly [11]. Different NN models have been implemented to solve several types of problems, such as recognized handwritten digits [12], oil exploration data analysis [13], speech to text transcription [14], facial recognition [15], and weather prediction [16], just to name a few.

In this paper, we propose the idea of applying an NN model, in particular, a long short term memory based interference recognition technique (LSTM-IR) to solve the interference problem in different industrial factory scenarios. We select this NN model to track and suppress the interference as a superior nonlinear filter [17]. The NN model can learn to operate not only the trained data but also for the data which may be noisy or incomplete. Therefore, the NN can adapt and expand itself according to the properties of input data. In addition, the training data can be updated and modified making the model suitable to desired conditions [18].

To the best of our knowledge, this is the first work that proposes an LSTM-IR to mitigate the interferences in factory environments, where the propagation channels typically also experience the severe multipath fading, shadowing effect, and path loss exponent. We show that the proposed method can outperform the multi-layer perceptron (MLP) and minimum mean square error (MMSE) due to the sequence format of data in an IIoT network.

II. RELATED WORKS

The ISTs have been widely studied to improve the wireless system performance suppress the interference on co-channels and adjacent channels. The existing works on the ISTs include various techniques, such as the probability of false alarm-based techniques, for instance, the Neyman-Pearson (NP) criterion technique [5], [9] and the NN based techniques [18], [19]. The authors of [5] studied the interference problem in an IoT network within the last 100 meters (short range) and proposed to use the NP criterion and the localization algorithm based on double-thresholding (LAD) techniques [20], [21]. The NP criterion is applicable only when both an original signal term with the hypothesis \( H_0 \) and the signal with interference term with the hypothesis \( H_1 \) are simple hypotheses. According to the NP criterion, the probability of false alarm is used to calculate the decision threshold. For the LAD technique, it is an expansion of the forward consecutive mean excision (FCME) [22], which is a technique that selects the probability of false alarm as the clean sample set (signal without the interference). The FCME threshold is created by the natural algorithm of the probability of false alarm multiplied with the average of the energy of the signal while the LAD technique has the upper and lower thresholds created by the FCME algorithm. In [9], they created the algorithm to suppress the multi-tone interference. They focused on the frequency band under 1.28 MHz which is not an operating IoT frequency band. They performed the two following steps. First, the threshold is created by the NP criterion. Second, if the magnitude of the received signal exceeds the threshold, the corresponding point will set to zero. The other paper that applies NN models to solve the interference problem is [18]. The authors of this paper proposed a suppression technique in the global positioning system (GPS). They compared the performances between an MLP model and a recurrent neural networks (RNN) model. An MLP is one of the NN models that learns a mapping from inputs to outputs. An MLP is a well-known model for predicting any nonlinear continuous values. On the other hand, an RNN model is suitable to apply for the sequence prediction data. The RNN's output value from the previous step is brought to use as the input of the current step. The RNN collects each data based on a time condition. Therefore, it is useful for predicting the data that has the sequence format. In the context of wireless communications, the input data is the received signals and the output data is the estimated jamming signals (interferences). Although these papers applied the NN models to solve the same problem their considered systems are not on an IoT platform. The other interesting work done in [19] is related to a narrowband interference (NBI) suppression for direct sequence-code division multiple access (DS-CDMA) system. They focused on the two following interference models: the sinusoidal signal and the global system for mobile communications (GSM) signal. They applied an RNN model to reject the interference. The model input data is the result of the subtraction of the received signal from the Spread Spectrum (SS) signal, which is obtained from the RNN feedback in each iteration. The RNN feedback is considered being interference from the previous iteration. The number of the hidden neurons is two. Then, the output data is the estimated interference. From all the mentioned papers, they did not study the interference problem in industrial factory environments.
III. OUR CONTRIBUTIONS

To our knowledge, our proposed system is the first work that introduces an IST based on an NN model, in particular, the LSTM-IR in an IIoT platform to solve the interference problem under the industrial factory environments. In such environments, we experience severe multipath fading and shadowing effects. Those effects can significantly degrade the reliability of the communication systems. The simulation results of our proposed method are compared to the ones from the traditional MMSE method and the MLP model. In the simulations, the IoT nodes are randomly set to be either active status or inactive (idle) status. Moreover, the transmission power in each node can be different according to the device type of each node. In addition, the statistics in terms of cumulative distribution functions (CDFs) of bit error rate (BER) are investigated. Table II shows the comparison between the related works and our contributions.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Paper discussion</th>
<th>Our contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5]</td>
<td>The NP criterion and LAD method based on the probability of While [5] shows that their ISTs in an IoT network in general false alarm can reduce the effect of the interference in the IoT cases our work considers the interference issue in an IIoT network within the last 100 meters. The LAD outperforms due network and in the factory environments. We assume that our to its two thresholds avoiding the falsely separated signal. system operates with Wi-Fi HaLow protocol. An NN model is not implemented in this paper while our work proposes to apply an NN model, i.e., the LSTM-IR.</td>
<td></td>
</tr>
<tr>
<td>[9]</td>
<td>The NP criterion is applied in their interference-free model. [9] does neither focus on an IoT network nor apply NN. Their proposed IST can suppress the multi-tone interference. It models while our system applies an NN model to predict and can operate with effective time consumption. However, their suppress the interference in an IIoT network. method cannot handle the situation of the high interference to signal ratio (ISR).</td>
<td></td>
</tr>
<tr>
<td>[18]</td>
<td>Their MLP and RNN based ISTs are applied in a GPS system. Our paper works on interference in an IIoT network while The input data for the MLP and the RNN is the digital received they focus on the GPS system. Moreover, we modify the long signal. The most advantage of their method is fast learning to short-term memory (LSTM) for our IST. Our input data is also different from theirs, which is the digital binary bit sequence. The attributes of the received signals including the in-phase and quadrature (IQ) data component, the amplitude, and the FFT data are used as the input data for our system.</td>
<td></td>
</tr>
<tr>
<td>[19]</td>
<td>Their technique is based on a feed-forward neural network to They focus the GSM system which is not related to an IIoT predict and estimate the NBI in the DS-CDMA signal. This network while our focused system is the industrial factories. paper focused on two types of interference models which are Thus, the design of our NN model based IST is different from sinusoidal signal and GSM. The model input data is the result theirs due to different systems. from the subtraction of the received signal from the spread spectrum (SS) signal, which is obtained from the RNN feedback in each iteration</td>
<td></td>
</tr>
</tbody>
</table>

IV. SYSTEM MODEL

Our system model is created to follow an IIoT platform. The IIoT is the use of IoT technologies in manufacturing. The aim is to connect with the engines, sensors, and industrial machines over the Internet. The main purposes of an IIoT concept are to replace humans for monitoring, analyzing, collecting, and exchanging information, and controlling a system. This can improve from the traditional system to the smart manufacturing system in the factory or plant. An IIoT technology composies of the following main components [23]:

- Industrial devices: Devices, machines, and meters are embedded with the wireless sensor or wireless module.
- Connectivity (Internet): An IIoT uses the Internet to connect and communicate among themselves.
- Access point (AP) or server: The smart devices, such as mobile devices, control boards, or internet gateway devices can work as an AP for operating as a gateway or a local network coordinator.

In our work, we investigate an IIoT network under a Wi-Fi HaLow at 920 MHz because most of the countries operate around this frequency. The modulation techniques are dependent on the types of industrial devices including binary phase-shift keying (BPSK), quadrature phase-shift keying (QPSK), 16-quadrature amplitude modulation (QAM), and 256-QAM according to the Wi-Fi HaLow standard [8]. The factory has different types of industrial devices. The random distribution of industrial devices is independently and uniformly. The focused factory area is formed by \( A = \pi r^2 \), where \( r \) is the radius of the circular plane. The number of each type of device is represented as \( N_i \), where \( i \) is the type of devices. In addition, we consider the number of devices per area in square meter (the device’s density) in the two-dimensions (2D) of Poisson point distribution which is denoted by \( \lambda \). The Poisson distribution with the probability of their occurring in each type of industrial devices at any particular time is expressed as

\[
Pr(K = N_i) = \frac{\mu(A)^{N_i} e^{-\mu(A)}}{N_i!}, \tag{1}
\]

where \( \mu(A) = \lambda \pi r^2 \). It is to note that the shape of the area can be any other shapes, e.g., rectangular. The
uniform distribution of industrial devices is deployed around the AP. The location of the AP is assumed to be the center of the circular area at the origin $c$. Therefore, the expression for the distribution of the distance between an IIoT device and the AP is given by

$$f(c) = \begin{cases} \frac{2c}{r^2}, & 0 < c < r, \\ 0, & \text{otherwise}. \end{cases}$$

In our IIoT network, the channel consists of the large-scale fading including the shadowing effect and the long-distance path loss, which is expressed as

$$P_L_{dB} = P_L\left(\gamma_0\right) + 10n\log\left(\frac{\gamma}{\gamma_0}\right) + X\sigma,$$

where $\gamma_0$ is the reference distance, which typically equals to 1 meter for the indoor environment [10], $n$ is the path loss exponent, which typically equals to 3 for the factory environment [10], $\gamma$ is the distance between the AP and an industrial device, and $X\sigma$ is a Gaussian random variable due to the log-normal shadowing effect. Moreover, the Rayleigh flat fading due to the multipath propagation in the non-line-of-sight (NLoS) scenario is taken into account. Hence, the channel gain is expressed as

$$H_{dB} = 10\log_{10}(Q) - P_L_{dB}(\gamma),$$

where $Q$ is an exponential random variable with mean $\alpha$ ($\alpha$ is the random power gain from the effect of Rayleigh flat fading). The received signal from our system model $r(t)$ is represented as

$$r(t) = s(t) * h(\tau, t) + i(t) + z(t),$$

where $s(t)$ is the transmitted signal which is assumed to be an independently and identically distributed (i.i.d.) Gaussian process with zero mean ($\mu = 0$) and variance $\sigma^2$, $h(\tau, t)$ is the channel impulse response which is assumed to be time-invariant, i.e., $h(\tau, t) = h(\tau)$. This channel impulse is modeled as the mean zero and unit variance complex Gaussian random variable one ($CN(0, 1)$). The received interference from other device, which operates in the same or adjacent channels $i(t)$ is expressed as

$$i(t) = Ie^{-j(2\pi f_{int}t)}.$$

V. INTERFERENCE SIGNAL SUPPRESSION WITH NEURAL NETWORK MODEL

In this section, the two NN based ISTs using the MLP and the proposed LSTM-IR are discussed.

A. Multi-Layer Perceptron (MLP)

An MLP model is one of the feed-forward artificial neural network (ANN). An MLP is developed from the single-layer perceptron (SLP). The SLP has only input and output layers. On the other hand, an MLP is organized with at least three layers consisting an input layer, a hidden layer, and an output layer. An MLP can add more than one hidden layer in the model. Fig. 2 shows the architecture of an MLP with one hidden layer. It learns to train the dataset with the function $f(\cdot): R^p \rightarrow R^q$, where $p$ and $q$ are the number of the input node and the output node, respectively. The feature vector $X$ is comprised of $x_1, x_2, ..., x_p$ and the output is comprised of $Q_i$ nodes, where $i \in \{1, 2, 3, ..., q\}$. Each node in the hidden layer is changed by the training weight technique.
A well-known weight training algorithm in an MLP is a backpropagation (BP). A BP algorithm is a class of the supervised learning techniques [24]. This technique is implemented in an MLP to calculate the weights in the network from a gradient. The conjugate gradient algorithm is implemented in an MLP. The purpose of weight updating is to reduce the error between the desired output and the actual value. The total error \( E_T \) is given by

\[
E_T = \sum_{i=1}^{q} E_{o_i}
\]

where \( E_{o_i} \) are the error value at output node \( i \). \( q \) is the number of the nodes in the output layer. The example for weight updating is shown in Fig. 3. It shows the updating process at output node 1. The weight updating process can expressed as

\[
\frac{\partial E_T}{\partial w_i} = \frac{\partial E_T}{\partial \text{output}_{o_1}} \frac{\partial \text{output}_{o_1}}{\partial NW_{o_1}} \frac{\partial NW_{o_1}}{\partial w_i}
\]

and

\[
W_{i_{\text{new}}} = W_i - \eta \frac{\partial E_T}{\partial w_i}
\]

where \( W_{i_{\text{new}}} \) is the new weight which is updated from \( W_i \), \( NW_{o_1} \) is the network input value from output node 1, and \( \eta \) is the learning rate.

![Fig. 3. Updating weight at output node 1](image)

### B. Long Short-Term memory (LSTM)

The LSTM is mostly used to predict and process the data with time sequencing [25] and [26]. The LSTM is improved from an RNN to resolve the lagging problem in long sequencing input data. Moreover, the LSTM can reduce the gradient diminish and explosion problems [26]. The two important stages transferring the data to the next cell are the cell stage and the hidden stage. The main structure in an LSTM is called a memory cell. A memory cell consists of the three following components [27]:

- **Input Gate**: This gate controls the number of input data in the current network to save in the cell stage. The cell stage is the main controller for the data flow.
- **Forget Gate**: This gate decides the number of input data in the current network to forget it and this gate saves the reminding data in the cell stage.
- **Output Gate**: This gate processes the data output for a new cell stage.

### C. Long Short-Term Memory Network-based Interference Recognition (LSTM-IR) Technique

The process of the LSTM-IR method is developed from an LSTM network to reduce the effect of interferences in an IIoT platform under the factory environments. This model is started with deciding and storing information from the input \( x(t) \) at time \( t \) in the cell stage. The output from the forget gate \( f(t) \) is calculated as

\[
f(t) = \sigma(W_f[h(t-1), x(t)] + b_f)
\]

where \( \sigma \) is the sigmoid function, \( h(t-1) \) is the input of the previous cell, \( W_f \) and \( b_f \) are the weight and bias for this function, respectively. In the second step, it is divided into two parts which are the sigmoid layer and the tanh layer. First, the decision to update or ignore the data is made by the sigmoid layer. The sigmoid function \( g(t) \) is computed as

\[
g(t) = \sigma(W_g[h(t-1), x(t)] + b_g)
\]

where \( W_g \) and \( b_g \) are the weight and bias for this function, respectively. Second, the priority of the data is defined by the tanh layer. This layer creates the weight which is expressed as

\[
\tilde{C}(t) = \tanh(W_c[h(t-1), x(t)] + b_c)
\]

where \( \tilde{C}(t) \) is the output of tanh function, and \( W_c \) and \( b_c \) are the weight and bias for this function, respectively. The result from the two layers is added into the new cell stage \( C(t) \). The calculation of the cell states at time \( t \), \( C(t) \) is given by

\[
C(t) = C(t-1)f(t) + g(t)\tilde{C}(t)
\]

where \( C(t-1) \) is the cell states at time \( t-1 \). Finally, after updating the new cell stage, the decision to select the output value (\( h(t) \)) is done by the output gate. First, it applies a sigmoid function layer to select the data in the cell stage as the output. Then, the \( O(t) \) is multiplied by the value of the tanh function from the cell stage \( C(t) \). The \( h(t) \) value is between -1 and 1. A sigmoid function and tanh function in this step are expressed as

\[
O(t) = \sigma(W_o[h(t-1), x(t)] + b_o)
\]

\[
h(t) = O(t) \tanh(C(t))
\]

![Fig. 4. Block diagram of LSTM-IR](image)
interference as shown in Fig. 4. The predicted interference \( \hat{z}(t) \) at time \( t \) and the phase \( \theta(t) \) from the received signal are calculated as

\[
\hat{z}(t) = M(t) e^{j \theta(t)}
\]

(16)

where \( M(t) \) is the interference magnitude from the LSTM model. Next, we suppress the estimated interference from the received signal in an IIoT network.

VI. RESULTS AND DISCUSSION

We investigate our proposed system on an Intel Core i5 processor and 8 GB RAM based computer. The Monte-Carlo simulations are performed using MATLAB programming. The locations of IIoT nodes in the factory environments are generated by 2D Poisson point distribution. The propagation channel is comprised of the multipath Rayleigh flat fading, the log-normal shadowing effect, the path loss, and the AWGN. We assume that path loss exponent equals to 3 according to the obstructed indoor factory environment [9]. The frequency domain samples are set to 512 as the windowed FFT size \( N_{\text{FFT}} \). The operating frequency in our IIoT network is 920 MHz which corresponds the most frequently used frequency in Wi-Fi HaLow based on the country band policies [8]. At the end, our results are shown in CDFs in terms of BER.

Our work is divided into two types. First, we create the IIoT network under the industrial factory environments. Second, we develop the ISTs to suppress the interferences. We compare our proposed technique, i.e., LSTM-IR to the traditional MMSE and the MLP techniques. We assume that there are four types of industrial devices that are in the factory. As previously mentioned, the random locations of industrial devices are based on a 2D Poisson point distribution model. The radius of the coverage area for our factory is set to 1 kilometer (km) due to the Wi-Fi HaLow standard [28]. Each type of industrial device has different characters, such as transmit powers, device densities, and modulation techniques. The modulation techniques are the BPSK, QPSK, 16-QAM, and 256-QAM for the device’s types A, B, C, and D, respectively. The density of the industrial devices on the coverage area is denoted by \( \lambda \). The transmit powers for the device’s types A, B, C, and D are 25 milliwatts (mW), 50 mW, 75 mW, and 100 mW, respectively. We investigate our system in the three following scenarios:

- **First scenario:** It is the scenario that all device types have the same density \( \lambda \) equal to 0.00075 devices/m² which around 10,000 devices in the network which is shown in Fig. 5. We limit the total devices in the system to this number according to a realistic case in IoT network [29].

- **Second scenario:** It is the scenario that each device type has different densities \( \lambda_i \). The values of \( \lambda_i \) are 0.001, 0.00075, 0.0005, and 0.00025 devices/m² for device types A, B, C, and D, respectively. This scenario is shown in Fig. 6.

- **Third scenario:** The same topology as in the second scenario, but the status of the devices is uniformly set between active or idle (inactive). This scenario is shown in Fig. 7.

After creating the IIoT topologies, we collect the received signal at the AP with interference signals from the surrounding industrial devices and the mentioned affects in the factory. In addition, we also calculate the interference-to-signal ratio (ISR) and the signal-to-noise ratio (SNR) from the IIoT topologies. Next, we implemented the ISTs to reduce the interference problem. As mentioned above, we compare the performances of MLP, LSTM-IR, and MMSE. The input data for an MLP model are IQ data, amplitudes, phases, magnitudes from received signals.

In LSTM-IR, we use the magnitudes from the received signal as the input signal. The number of the input node and output node are 1000 nodes with tan-sigmoid activation function in both MLP and LSTM-IR.
The IIoT network with one AP and four different types of industrial devices with different $\lambda_i$ and randomly mixing the device statuses (active/inactive).

The learning rate ($\eta$) is set to 0.001 [30]. In the hidden layer, we use the selection techniques in [31] and [32] for selecting the number of the hidden nodes. As in [31] the number of the hidden nodes is selected between the number of the input nodes and the number of the outputs and to be less than twice of nodes in the input layer. Also, the number of the hidden nodes can be selected based on $2/3$ of input nodes [32]. Therefore, we select 660 nodes in the hidden layer.

We randomly simulate 120 times for each scenario to calculate the average accuracy, precision, recall, and F1-score of all mentioned ISRs which shown in Table III. The accuracy for the LSTM-IR in three scenarios are 83.60, 83.80, and 86.70 percent of accuracy, respectively. As can be seen, our LSTM-IR can achieve the highest accuracy compared to other methods.

Next, we investigate the BER performances under the factory environment in the IIoT network. We compare the two NN based ISTs to the traditional MMSE and the case without IST. Figs. 8-10 show the CDFs of the BER performances in three different scenarios. The explanation of each scenario is given as follows:

### A. IST Results from the IIoT Network with the Same Device Density

The result from the first scenario is shown in Fig. 8. In this case, we assume that all device types have the same density $\lambda$ equal to 0.00075 devices/m$^2$. We can observe that our proposed method (LSTM-IR) outperforms the other ISTs. The MLP with the amplitude and the MLP with IQ input data can perform better than the MLP with the FFT input data. Moreover, the MLP with the FFT input data gets even worse performance than the MMSE.

### B. IST Results from the IIoT Network with Different Device Densities

The result from the second scenario with different densities $\lambda_i$ is shown in Fig. 9. Each type of devices is created with different values of $\lambda_i$ as follows:

- **Device type A:** It has $\lambda$ of 0.001 number of devices/m$^2$ (40% of total devices).
- **Device type B:** It has $\lambda$ of 0.00075 number of devices/m$^2$ (30% of total devices).
- **Device type C:** It has $\lambda$ of 0.0005 number of devices/m$^2$ (20% of total devices).
- **Device type D:** It has $\lambda$ of 0.00025 number of devices/m$^2$ (10% of total devices).

As can be seen, the interesting point is that the MLP with the FFT data can perform better than the MMSE filter because the increasing of the devices compared to the first case the MLP with the FFT data can support the increase of data. In contrast, our LSTM-IR performs the best among others.

### C. IST Results from the IIoT Network with Different Device Densities and Mixing Device Statuses

In this situation, we uniformly random the status of the industrial devices to be active or inactive. The result from...
the third scenario is shown in Fig. 10. Therefore, the number of the devices in the topology is reduced because some of them are in the inactive mode. In this scenario all of ISTs outperform the other scenarios due to its less interferences. Overall, our proposed LSTM-IR performs the best in all scenarios. This is because the type of transmitting and receiving data is a sequencing data type and the LSTM-IR is suitable for this type of data.

VII. CONCLUSION

In this paper, a long short-term memory network-based interference recognition (LSTM-IR) was proposed. This method was integrated into the industrial IoT (IIoT) network in factory environments to mitigate the effect of interferences. The comparative results were done among three interference suppression techniques (IST) including the traditional minimum mean square error (MMSE) approach, the multi-layer perceptron (MLP), and the proposed LSTM-IR. Overall, our proposed LSTM-IR performs the best in all scenarios. The average accuracy is up to 80 percent in all scenarios. This is because the type of transmitting and receiving data is a sequencing data type and the LSTM-IR is suitable for this type of data. The key factor is the number of the devices in the factory because the performances of all ISTs are much better when mixing the device statuses because the smaller number of active devices causes less interferences.
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