Low-complexity Detectors for Cyclic Structured Space-time Block Coded Spatial Modulation over a Slow Rayleigh Fading Channel
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Abstract — This paper presents low-complexity detectors for space-time block coded spatial modulation with cyclic structured (STBC-CSM) codeword over a quasi-static frequency-flat Rayleigh fading channel. Two low-complexity detectors are proposed, which reduce the computational complexity of the STBC-CSM maximum-likelihood (ML) detector and demonstrate near-ML error performance of STBC-CSM. Furthermore, Monte-Carlo simulation results for the proposed schemes are presented to validate the theoretical Average Bit Error Probability (ABEP) of STBC-CSM. The proposed low-complexity detectors can achieve a 99% reduction in computational complexity, when high order \( M \)-ary (\( M > 64 \)) amplitude and/or phase modulation symbols are employed for STBC-CSM.
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I. INTRODUCTION

Modern-day multimedia services demand increased data rate, improved error performance and better quality of service for real-time applications, which are constituents of the 5G system. To satisfy these demands, researchers have concentrated efforts to ensure that there are advancements and improvements in Multiple-Input Multiple-Output (MIMO) and massive-MIMO systems. Several MIMO techniques in the form of index modulation systems have been presented in the literature, which offers improved error performance and throughput to MIMO systems. For example, in [1], [2], Space Shift Keying (SSK) modulation, which exploits antenna indexes to improve the error performance of MIMO have been presented, while a generalized form of SSK has been presented in [3]. More recently, index modulation systems like Space-Time Block Coded (STBC) spatial modulation (STBC-SM) [4] has been proposed. STBC-SM combines the advantages of Alamouti STBC and SM [5] techniques to improve the error performance of both schemes, while the spectral efficiency of Alamouti STBC is improved. In a similar manner as STBC, STBC-SM transmits two symbols \( x_p \) and \( x_q \), employing two timeslots.

Several schemes based on the STBC-SM technique have been proposed in the literature. For example, a high rate STBC-SM for 4 and 6 transmit antenna has been presented in [6], while STBC-SM and media-based STBC-SM, which employ labeling diversity was proposed in [7] and [8], respectively, to improve the error performance of STBC-SM. Of utmost interest is STBC-SM with cyclic structured codeword (STBC-CSM) [9]. STBC-CSM employs codeword rotation to increase the spectral efficiency of STBC-SM. However, this increase in spectral efficiency comes at a cost, as the computational complexity of the system is increased significantly, when the ML detector is employed. The joint ML detector searches all possible amplitude and/or phase modulation (APM) symbol pairs and across all possible transmit antenna pairs, to estimate the transmit antenna pair and the transmitted symbol pair.

Based on this background, this paper proposes low-complexity detectors, which reduce the computational complexity of the optimal ML detector for STBS-CSM detection significantly and offer near-ML error performance of STBC-CSM over a slow, frequency-flat Rayleigh fading channel.

The detectors employ the orthogonality of STBC-CSM codeword as an advantage, to reduce the computational complexity of STBC-CSM detection. Furthermore, a near-ML detector, which is independent of the constellation size of the APM employed is proposed, thus demonstrating a significantly reduced computational complexity, when compared to other detectors. Finally, the Monte Carlo simulation results to validate the
theoretical average bit error probability (ABEP) of STBC-CSM are presented. The rest of this paper have the following organization: Section II gives a background of the STBC-CSM system, while the theoretical analysis of STBC-CSM is presented in Section III. The proposed low complexity detectors for STBC-CSM are presented in Section IV, while the computational complexity analysis in terms of complex operations is performed for STBC-CSM in Section V. The numerical results of the proposed low-complexity detectors to validate the theoretical ABEP of STBC-CSM are discussed in Section VI. Finally, Section VII concludes the paper.

Notations: We have employed the following notations in this paper; matrices and vectors are represented by bold uppercase letters and lowercase letters, respectively. The notations $(\cdot)^*$ $(\cdot)^T$, $(\cdot)^H$, $\mathcal{R}(\cdot)$ and $\|\|_F$ represent conjugate, transpose, Hermitian, the real part and Frobenius norm, respectively. The quantization slicing function is denoted as $\mathcal{D}(\cdot)$, while $\mathbf{I}_w$ is a $w \times w$ identity matrix, having all elements in its diagonal as unity.

II. BACKGROUND OF STBC-CSM

Like STBC-SM, STBC-CSM employs a pair of transmit antennas from a group of $N_T$ transmit antennas to transmit a pair of amplitude and/or phase modulation (APM) symbols. In STBC-CSM, the symbols $x_{q_1}$ and $x_{q_2}$, $p_i, q_i \in [1: M]$ are taken from two constellation sets $\Omega_1$ and a rotated version of $\Omega_1$ which is given as, $\Omega_2 = \Omega_1 e^{j\theta}$, respectively, where $i \in [1: 2]$ and $M$ is the constellation size of the $M$-ary APM employed. The spectral efficiency of STBC-CSM is given as [9]:

$$\delta_{csm/sm} = 0.5 \log_2 c + \log_2 M$$

(1)

where $c = \lfloor N_T (N_T - 1) \rfloor 2^p$ for STBC-CSM, whereas $\lfloor (\lfloor N_T (N_T - 1) \rfloor 2^p) / 2 \rfloor$ for STBC-SM, $c$ represents the total number of usable codewords for STBC-CSM and STBC-SM. $N_T$ is the total number of transmit antennas employed by STBC-CSM and STBC-SM. Hence, the spectral efficiency offered by the spatial domain of STBC-CSM and STBC-SM is $0.5 \log_2 c$.

In STBC-CSM, the transmit antenna pair $t x_1$ and $t x_2$, for $t x_1, t x_2 \in [1: N_T]$ are employed to transmit two symbols $x_{p_1}$ and $x_{p_2}$, respectively, during Timeslot 1. In Timeslot 2, the conjugates of the transmitted symbols for Timeslot 1, $x_{q_1} = -(x_{q_1} e^{j\theta} D_a e^{j\theta})$ and $x_{q_2} = (x_{q_2} e^{j\theta} D_a e^{j\theta})$ are transmitted by the same transmit antenna pair $t x_1$ and $t x_2$, respectively.

The total number of STBC-CSM codewords comprise of $a, a \in [1: N_T - 1]$ codebooks, each codebook consist of $b, b \in [1: N_T]$ codewords. The $b$-th codeword of the $a$-th codebook of STBC-CSM may be formulated as [9]:

$$X_{a,b} = G^{b-a}D_a e^{j\theta}$$

(2)

where $G$ is an $N_T \times N_T$ right-shift circular matrix, such that $G^0 = \mathbf{I}_{N_T}$, $\theta_a$ is the rotational angle for the $a$-th codebook, while $D_a$ is an $N_T \times 2$ matrix, which may be defined as [9]:

$$D_a = \begin{bmatrix}
|^p|_{p_1} & 0 & \ldots & |q|_{q_1} & 0
\end{bmatrix}
\begin{bmatrix}
x_{q_1} & 0 & \ldots & x_{q_2} & 0
\end{bmatrix}\
\downarrow
\begin{bmatrix}
x_{p_1} & 0 & \ldots & x_{p_2} & 0
\end{bmatrix}
\end{bmatrix}$$

(3)

the $(1 + k)$ -th column

Given the $\tau$ - th, $\tau \in [1: c]$ $N_T \times 2$ STBC-CSM codeword $\chi_{\tau}$, the received signal vector of STBC-CSM for the $i$ - th, $i \in [1: 2]$ timeslot may be represented as [9]:

$$y_i = \frac{\sqrt{P}}{\sqrt{2}} h_i^\top \mathbf{x}_i + \eta_i$$

(4)

where $\frac{\sqrt{P}}{\sqrt{2}}$ denotes the average signal-to-noise ratio (SNR) at the receiver, $\mathbf{y}_i$ represents the $N_T \times 1$ received signal vector for the $i$ - th timeslot. $\mathbf{H}_i$ is the $N_T \times 1$ transmit vector for Timeslot $i$. $\eta_i$ denotes an $N_T \times 1$ independent and identically distributed AWGN vector at the receiver during the $i$ - th timeslot. $\mathbf{H}_i$ is the $N_T \times N_T$ channel matrix for Timeslot $i$. The expression for the received signal in (4) can be further simplified as [10]:

$$\begin{align}
\mathbf{y}_1 &= \frac{\sqrt{P}}{\sqrt{2}} (h_{1,tx}^\top x_{p_1} + h_{1,tx}^\top x_{q_1}) + \eta_1 \\
\mathbf{y}_2 &= \frac{\sqrt{P}}{\sqrt{2}} (h_{2,tx}^\top x_{p_1} - h_{2,tx}^\top x_{q_1}) + \eta_2
\end{align}$$

(5a)

(5b)

where $h_{1,tx}$ and $h_{2,tx}$, for $i \in [1: 2]$ are $t x_1$-th and $t x_2$-th $N_T \times 1$ column vectors of the channel matrix $\mathbf{H}_i$ during Timeslot $i$. The optimal ML detector for STBC-CSM may be represented as:

$$\begin{align}
[t, \hat{p}, \hat{q}] &= \arg\min_{t \in [1: c], \hat{p} \in \Omega_1, \hat{q} \in \Omega_2} \left( \left\| \mathbf{y}_1 - \frac{\sqrt{P}}{\sqrt{2}} (h_{1,tx}^\top x_{p_1} + h_{1,tx}^\top x_{q_1}) \right\|_F^2 + \left\| \mathbf{y}_2 - \frac{\sqrt{P}}{\sqrt{2}} (h_{2,tx}^\top x_{p_1} - h_{2,tx}^\top x_{q_1}) \right\|_F^2 \right)
\end{align}$$

(6)

where $t, \hat{p}$ and $\hat{q}$ are estimates of $t, p$ and $q$, respectively.

The expression in (6) is reduced to become [10]:

$$\begin{align}
[t, \hat{p}, \hat{q}] &= \frac{\sqrt{P}}{\sqrt{2}} \| |p|_{p_1}\|^2 + \frac{\sqrt{P}}{\sqrt{2}} \| |q|_{q_1}\|^2 - 2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_1) - 2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_q) + \sqrt{2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_1)} + \sqrt{2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_q)} + \sqrt{2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_1)} \\
&+ \frac{\sqrt{P}}{\sqrt{2}} \| |p|_{p_2}\|^2 - 2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_q) - 2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_2) + \sqrt{2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_q)} + \sqrt{2\mathcal{R}(\mathbf{h}_i^\top \mathbf{g}_2)}
\end{align}$$

(7)
where \( g_{p_1}, h_{i_1\tau_1\tau_1'}, g_{q_1} = h_{i_1\tau_1\tau_1'}, g_{q_2} = -h_{i_1\tau_1\tau_1'}, g_{p_2} = h_{i_1\tau_1\tau_1'} \).

III. ANALYSIS OF THEORETICAL ABEP FOR STBC-CSM

For the purpose of comparison, the theoretical ABEP of an \( N_F \times N_R \) STBC-CSM system over a fast frequency-flat Rayleigh fading (FFRF) channel is given as [10]:

\[
\text{ABEP} \leq \frac{1}{CM^2} \sum U \sum U N_{UU} P(U \rightarrow \tilde{U})
\]

where \( P(U \rightarrow \tilde{U}) \) is the pairwise error probability (PEP) event, such that the transmitted codeword \( U \) is received erroneously as \( \tilde{U} \). \( N_{UU} \) is the number of bits in error which corresponds to the PEP event \( P(U \rightarrow \tilde{U}) \). \( U \) is the \( N_F \times 2 \) transmit codeword having \( x_{p_1}, i \in [1:2] \) and \( x_{q_1} \) as the only non-zero elements in the \( i \)-th column corresponding to the \( \tau_1 \)-th and \( \tau_2 \)-th positions, respectively. \( \tilde{U} \) is an erroneous received version of \( U \). The PEP \( P(U \rightarrow \tilde{U}) \) of STBC-CSM is given as [10]:

\[
p(U \rightarrow \tilde{U}) = \frac{1}{2n} \left[ \frac{1}{2} \prod_{i=1}^{N_F} \left( \frac{1}{2} \right) + \sum_{i=1}^{N_F} \left( \prod_{j=1}^{2} M_i \left( \frac{1}{2} \right) \right) \right]
\]

where \( M_i(\psi) = \left( \frac{1}{1 + 2\pi \alpha_i^2} \right)^{N_R}, i \in [1:2] \) and \( \alpha_i^2 = \frac{\alpha}{9n} \) represents an arbitrarily large number of iteration that is needed for the convergence of the trapezoidal approximation of the \( Q \)-function. \( \alpha_i \) is the difference between the \( i \)-th column of \( U \) and \( \tilde{U} \).

IV. LOW-COMPLEXITY DETECTORS FOR STBC-CSM

In this section, low-complexity detectors for STBC-CSM are presented, while two near-ML error performance detectors are proposed to reduce the computational complexity of the optimal ML detector over a slow, frequency-flat Rayleigh fading channel

A. Low-complexity ML detector (Detector 1)

Considering a \( N_F \times N_R \) M-QAM STBC-CSM system where \( N_T = 3 \) and the number of codeword, \( c = 4 \). Assume that the selected codeword is \( \chi, \tau \in [1:c] \), the received signal vector for the first and second timeslots \( \bar{y}_1 \) and \( \bar{y}_2 \), respectively, can be viewed as a \( 2N_R \times 1 \) receive signal vector which may be formulated as [8]:

\[
y = \left[ \begin{array}{c} \bar{y}_1 \\ \bar{y}_2 \end{array} \right] = \frac{\sqrt{2}}{2} \mathcal{H}_\tau \left[ \begin{array}{c} x_{p_1} \\ x_{q_1} \end{array} \right] + \tilde{n}
\]

where \( \bar{y}_1 = \left[ \bar{y}_1^1 \bar{y}_1^2 \cdots \bar{y}_1^{N_R} \right]^T \) and \( \bar{y}_2 = \left[ \bar{y}_2^1 \bar{y}_2^2 \cdots \bar{y}_2^{N_R} \right]^T \) are \( N_R \times 1 \) signal vectors for Timeslots 1 and 2, respectively. \( \mathcal{H}_\tau \) is a \( 2N_R \times 2 \) channel matrix modified in a similar method as [3]. \( h_{\tau x_1} \) and \( h_{\tau x_2} \) are the channel vectors for the \( \tau \)-th, \( \tau \in [1:c] \) transmit antenna pair \( \tau x_1 \) and \( \tau x_2 \) respectively. It is derived from the column vectors \( h_{\tau x_1} \) and \( h_{\tau x_2} \), for \( \tau x_1, \tau x_2 \in \{1:N_F\} \) of the channel matrix \( \mathcal{H} = [h_1 \ h_2 \cdots h_{N_F}] \). The elements of the channel matrix \( \mathcal{H} \) are i.i.d with zero mean and unit variance \( \mathcal{CN}(0,1) \).

Given that \( N_F = 3 \), the different modified channel realizations \( \mathcal{H} \) for STBC-CSM may be formulated as [3], [7]:

\[
\mathcal{H}_1 = \begin{bmatrix} h_{1,1} & h_{1,2} \\ h_{1,2} & -h_{1,1} \Phi \\ h_{2,1} & h_{2,2} \Phi \\ h_{2,2} & -h_{2,1} \Phi \end{bmatrix}, \quad \mathcal{H}_2 = \begin{bmatrix} h_{1,1} & h_{1,3} \\ h_{1,3} & -h_{1,1} \bar{Z}_2 \\ h_{2,1} & h_{2,3} \bar{Z}_2 \\ h_{2,3} & -h_{2,1} \bar{Z}_2 \end{bmatrix}, \quad \mathcal{H}_3 = \begin{bmatrix} h_{1,1} & h_{1,2} & h_{1,3} \\ h_{1,2} & -h_{1,1} \bar{Z}_2 & h_{1,3} \bar{Z}_2 \\ h_{1,3} & -h_{1,1} \bar{Z}_2 & -h_{1,3} \bar{Z}_2 \end{bmatrix}, \quad \mathcal{H}_4 = \begin{bmatrix} h_{1,1} & h_{1,2} & h_{1,3} \\ h_{1,2} & -h_{1,1} \bar{Z}_2 & h_{1,3} \bar{Z}_2 \\ h_{1,3} & -h_{1,1} \bar{Z}_2 & -h_{1,3} \bar{Z}_2 \end{bmatrix}
\]

where \( h_{m,n} \), for \( m \in [1:N_R] \), and \( n \in [1:N_F] \) is the channel fading coefficient for the link between \( m \)-th receive antenna and the \( n \)-th transmit antenna, \( \Phi = e^{j\theta} \) is the rotation angle of the APM \( \Omega \), \( \bar{Z}_k = \varphi_k \Phi \) and \( \varphi_k \Phi \) given that \( \varphi_k = e^{j\theta_k} \), \( \kappa \in [1:N_F-1] \) is the rotation angle corresponding to the \( k \)-th codebook where the \( \tau \)-th codeword is located. Hence, the low-complexity optimal ML detector may be represented as [4], [11]:

\[
x_{p_1} = \arg \min_{x_{p_1} \in \Omega_1} \left| g_{p_1} \right|^T - 2R(y^H g_{x_1})
\]
\[ [x^2_t, w^2_t] = \arg\min_{x_{q_1} \in \Omega_1} \|g_{x_1} x_{q_1} \|^2 - 2R(y^H g_{x_1}) (12b) \]

where \( g_{x_1} = \sqrt{\frac{\rho}{2}} \hat{H}_1 x_{p_1} \) and \( g_{x_2} = \sqrt{\frac{\rho}{2}} \hat{H}_2 x_{q_1} \), \( \hat{H}_t \) is a \( 2N_R \times 1 \) channel vector obtained from the \( i \)-th column of the modified channel matrix \( \hat{H}_t \), such that \( \hat{H}_t = [\hat{H}_1^T, \hat{H}_2^T] \). \( w_1^2 \) and \( w_2^2 \) are the associated minimum ML metrics of the estimates \( x_1^2 \) and \( x_2^2 \), \( y \) is the \( 2N_R \times 1 \) modified received signal vector given in (10). The joint detection off, \( x_1 \) and \( x_2 \) is performed by calculating the minimum ML metric, which is given as [4]:

\[ [\hat{\tau}, \hat{x}_{p_1}, \hat{x}_{q_1}] = \arg\min_{\tau \in [1: x]} (w_1^2 + w_2^2) (13) \]

where \( \hat{\tau}, \hat{x}_{p_1} \) and \( \hat{x}_{q_1} \) are estimates of \( \tau, x_{p_1} \) and \( x_{q_1} \), respectively.

B. Proposed Simple Low-complexity Near-ML Detector for STBC-CSM (Detector 2)

To detect the symbols, the orthogonality of the codeword is employed as an advantage [4]. Firstly, the metric \( \hat{z}_t \) is computed and is defined as [12]:

\[ \hat{z}_t = \left[ \frac{\hat{z}_1^2}{\hat{z}_2^2} \right] = \hat{H}_t^H y \] (14)

Then, the estimates \( v_1^2 \) and \( v_2^2 \) are obtained from the equalized symbols defined as [12]:

\[
\begin{align*}
v_1^2 &= \frac{\hat{z}_1^2}{\| \hat{H}_1 \|^2} \\
v_2^2 &= \frac{\hat{z}_2^2}{\| \hat{H}_2 \|^2}
\end{align*}
(15a)

where \( \hat{H}_i, i \in [1: 2] \) corresponds to the \( i \)-th column of the matrix \( \hat{H}_t \). The estimates of the transmitted symbols \( x_1^2 \) and \( x_2^2 \) corresponding to the \( \tau \)-th transmit antenna pair of \( \hat{z}_t \) and \( x_2^2 \) is obtained by employing the quantization slicing function \( \mathcal{D}(\cdot) \) on \( v_1^2 \) and \( v_2^2 \) given as [10]:

\[
\begin{align*}
[p_t, x_1^2] &= \mathcal{D}(v_1^2) \\
[q_t, x_2^2] &= \mathcal{D}(v_2^2)
\end{align*}
(16a)

where \( p_t \) and \( q_t \) for \( p_t, q_t \in [1: M] \), are the corresponding indexes of the symbols \( x_1^2 \) and \( x_2^2 \), respectively. \( x_1^2 \) and \( x_2^2 \) are the most likely candidate pair of the transmitted symbols \( x_{p_1} \) and \( x_{q_1} \), respectively, for the \( \tau \)-th transmit antenna pair. To conclude Stage 1 of the proposed detection, this process is performed for the \( c \) possible antenna pairs. Stage 2 of the detection involves a joint ML detection. It is achieved by performing an exhaustive search across the \( c \) possible antenna pairs, employing the corresponding symbol estimates \( x_1^2 \) and \( x_2^2 \) obtained in Stage 1. The Joint ML detector optimizes the metric, which is defined as [12]:

\[
[f_t, \hat{x}_{p_t}, \hat{x}_{q_t}] = \arg\min_{\tau \in [1: c]} \left[ \|y - \frac{\rho}{2} \hat{H}_t \left( \left[ x_1^2, x_2^2 \right]^T \right)^2 \right] \] (17)

C. Proposed QR Decomposition (QRD) Near-ML Detector for STBC-CSM

Similar to [13], the modified channel matrix \( \hat{H}_t \) may be expressed as [14]:

\[
\frac{\rho}{2} \hat{H}_t = Q \cdot R_t \] (18)

where \( Q_t \) is a \( 2N_R \times 2N_R \) matrix and \( R_t \) is a \( 2N_R \times 2 \) upper triangular matrix, both of which are obtained from the QRD of \( \hat{H}_t \). In order to achieve low-complexity detection, firstly, the most likely candidate pair \( x_1^2 \) and \( x_2^2 \) of the transmitted symbols \( x_{p_1} \) and \( x_{q_1} \), respectively, for the \( \tau \)-th transmit antenna pair are estimated by [14]:

\[
\begin{align*}
x_1^2 &= \arg\min_{x_{p_1} \in \Omega_1} \| (Q_t)^H y - R_t x_{p_1} \|^2 \\
x_2^2 &= \arg\min_{x_{q_1} \in \Omega_1} \| (Q_t)^H y - R_t x_{q_1} \|^2
\end{align*}
(19a, 19b)

V. COMPUTATIONAL COMPLEXITY ANALYSIS

In this section, the computational complexity of the different low-complexity schemes in terms of complex multiplication [15], is performed and analyzed.

A. Computational Complexity of STBC-CSM Detector 1

Considering the optimal ML detector given in (7), each term performs \( N_R \) multiplications. Since there are 10 terms, it makes the computational complexity to be \( 10N_R \) multiplications for a single iteration. The two Frobenius norm operators having \( N_R \times 1 \) vector involves an additional \( 2N_R \) complex multiplications and \( 2N_R - 2 \) complex additions. These operations described, must be performed over \( cM^2 \) iterations, since the ML detector needs to perform an exhaustive search over all possible symbol and transmit antenna pairs, thus making it a total of [10]:

\[ \delta_{ML} = cM^2 (12N_R - 2) \] (21)

B. Computational Complexity of STBC-CSM Detector 1

Detector 1, which is the optimal ML low-complexity detector employs a minimum \( 4N_R \) complex
multiplications and $2N_R - 1$ complex additions to obtain $\|g_i^H x_i\|^2$, $i \in [1:2]$. Furthermore, to determine the metric $y^H g_i^H x_i$, $2N_R$ complex multiplication and $2N_R - 1$ complex addition is performed. The operations in (13) is ignored, since it does not involve complex operations. As can be seen from (12), these operations are performed for $c$ possible codewords and for $M$ possible symbol pairs, hence, the total computational complexity for this detector may be given as:

$$\delta_{\text{optimal}} = 4cM^2(5N_R - 1) \quad (22)$$

C. Computational Complexity of STBC-CSM Detector 2

Employing the proposed method of subsection B, the metric $z_i$ in (14) is determined by $4N_R$ complex multiplication and $2N_R$ complex addition. Furthermore, $\nu_1^2$ and $\nu_2^2$ is determined by performing a total of $4N_R$ complex multiplication and $4N_R - 2$ complex addition. Since the operations in (16) requires a one-to-one mapping, it is excluded from the computational complexity. Hence the total computational complexity of Stage 1 may be represented as:

$$\delta_{\text{stage1}} = 2c(7N_R - 1) \quad (23)$$

The operations performed in Stage 2 is similar to detection in (7), however, this process is performed over $c$ iterations. Hence, the computational complexity for Stage 2 is given as:

$$\delta_{\text{stage2}} = 2c(6N_R - 1) \quad (24)$$

Hence, the computational complexity for this scheme is given as:

$$\delta_{\text{near-ML}} = \delta_{\text{stage1}} + \delta_{\text{stage2}} = 2c(13N_R - 2) \quad (25)$$

D. Computational Complexity of QRD STBC-CSM Detector

The QRD detector for STBC-CSM is given in (18) - (20). The QR factorization algorithm employed is presented in line 3-16, page 34 of [16]. Furthermore, since we know that our modified channel matrix $H_T$ matrix is a $2N_R \times 2$ matrix, the QR factorization employs $2N_R$ norms, which results in $2N_R$ complex multiplications for calculating the diagonal entries of the $R$ matrix. The computation employed in achieving items (12) and (13) of the referenced QR algorithm employs $4N_R^2(2N_R - 1)$ complex multiplication and another $4N_R^2(2N_R - 1)$ complex addition. Since the QR factorization has to be performed for $c$ iterations, the computational complexity needed to perform the QR factorization may be represented as:

$$\delta_{\text{QRfac}} = 16N_R^3 - 4N_R^2 \quad (26)$$

To perform the operation in (19), it requires $4N_R^2 + 4N_R + 3M$ complex multiplication and another $4N_R^2 - 2N_R + 3M$ complex addition. It is noteworthy that the operations of Stage1 of the QRD detector $\delta_{\text{stage1}}$ given in (18) and (19) must be carried out for $c$ iterations. Hence, the computational complexity of Stage 1 may be represented as:

$$\delta_{\text{stage1}} = c(16N_R^3 + 4N_R^2 + 2N_R + 6M) \quad (27)$$

To determine the received symbol pair from the $c$ most likely estimate pairs, as presented in (20), we must bear in mind that the value for $Q_{i,j}^T y$ and $R_T$ are stored. Hence, there is no need to recalculate it. However, there is need to perform $2N_R + 3$ complex multiplication and another 3 complex addition. Since this search is performed over $c$ iterations, the computational complexity for Stage 2 of the QRD detector $\delta_{\text{stage2}}$ may be presented as:

$$\delta_{\text{stage2}} = c(2N_R + 6) \quad (28)$$

Hence, the total computational complexity for the QRD $\delta_{\text{QR}}$ may be represented as:

$$\delta_{\text{QR}} = \delta_{\text{stage1}} + \delta_{\text{stage2}} = 2c(8N_R^3 + 2N_R^2 + 2N_R + 3M + 3) \quad (29)$$

Hence, the total computational complexity for the QRD $\delta_{\text{QR}}$ may be represented as:

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Optimal ML</th>
<th>Detector 1</th>
<th>Reduction</th>
<th>Detector 2</th>
<th>Reduction</th>
<th>QRD</th>
<th>Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_R = 2, M = 4$</td>
<td>1,408</td>
<td>576</td>
<td>59.1%</td>
<td>200</td>
<td>85.8%</td>
<td>728</td>
<td>48.3%</td>
</tr>
<tr>
<td>$N_R = 2, M = 8$</td>
<td>5,632</td>
<td>1,152</td>
<td>79.5%</td>
<td>200</td>
<td>96.4%</td>
<td>824</td>
<td>85.4%</td>
</tr>
<tr>
<td>$N_R = 2, M = 16$</td>
<td>22,528</td>
<td>2,304</td>
<td>89.8%</td>
<td>200</td>
<td>99.1%</td>
<td>1,006</td>
<td>95.5%</td>
</tr>
<tr>
<td>$N_R = 4, M = 4$</td>
<td>2,944</td>
<td>1,216</td>
<td>58.7%</td>
<td>408</td>
<td>86.1%</td>
<td>4,536</td>
<td>-54.1%</td>
</tr>
<tr>
<td>$N_R = 4, M = 8$</td>
<td>11,776</td>
<td>2,432</td>
<td>79.3%</td>
<td>408</td>
<td>96.5%</td>
<td>4,632</td>
<td>60.7%</td>
</tr>
<tr>
<td>$N_R = 4, M = 16$</td>
<td>47,104</td>
<td>4,864</td>
<td>89.7%</td>
<td>408</td>
<td>99.1%</td>
<td>4,824</td>
<td>89.8%</td>
</tr>
</tbody>
</table>

©2020 Journal of Communications 822
\[ \delta_{QRD} = \delta_{stage1} + \delta_{stage2} = 2c(8N_R^3 + 2N_R^2 + 2N_R + 3M + 3) \] (30)

A summary of the computational complexities, for the different detectors of STBC-CSM over a slow, frequency-flat Rayleigh fading channel is given in Table I. Furthermore, the computational complexities of the different low-complexity schemes, in terms of the total number of complex operations performed are presented. Also, in Table I, the percentage reduction in computational complexity with respect to the optimal ML detector has been presented.

A constant value of \( c = 4 \), has been employed to calculate the computational complexities of the low-complexity schemes given in Table I, while varying the values of \( N_R \) and \( M \). This is because the scalar "c" is a constant multiplier among all the detectors.

Considering the proposed detectors, the computational complexity of the detectors improves significantly with increase in the APM modulation order. The most effective low-complexity detector of the detectors presented is the proposed Detector 2, having 85.8% reduction in the computational complexity, even with few receive antennas. This is because the Detector 2 is independent of the APM modulation order. For example, when \( N_R = 2 \) and \( M = 4, 8 \) and 16, the computational complexity involved 200 complex operations. A change in the computational complexity was observed only after the number of receive antennas was changed.

As can be seen from Table I, the QRD detector is more effective than the optimal ML detector at higher modulation order, when a reduced number of receive antennas is employed. For example, when \( N_R = 2 \) and \( M = 4 \), the QRD detector achieves a 48% reduction, while the computational complexity of the QRD detector increase beyond the optimal ML detector by 54.1%.

VI. NUMERICAL RESULT

In this section, the simulation results for the different low-complexity schemes are presented employing Monte Carlo simulation. The BER performances of the proposed low-complexity detectors are compared with the average BER of the optimal ML detector and the theoretical results for the union bound BER performance.

For the simulation, the following assumptions have been made; full knowledge of the channel is available at the receiver, the channels are an independent and identically distributed slow, frequency-flat Rayleigh fading channel. The receiver encounters AWGN, while the transmitted symbols are taken from a gray coded M-QAM constellation. Furthermore, the transmit and receive antennas are separated wide enough to avoid correlation between the antennas of the transceiver system.

In Fig. 1 and Fig. 2, the BER performance of 16-QAM STBC-CSM, employing \( 5 \times 4 \) and \( 3 \times 4 \) transceiver antenna configuration system are presented, respectively.

Concerning Fig. 1, where \( N_T = 5 \), and the number of usable codewords is 16. As expected, the plots demonstrate a tight match between the different near-ML low-complexity schemes and the optimal ML scheme (ML). For example, when the BER of STBC-CSM is \( 10^{-3} \), there are no vivid difference between the optimal ML scheme and the different near ML low-complexity detectors. As the BER improves further to \( 10^{-5} \), the difference between the proposed near-ML detectors and the optimal ML detector are also unnoticeable. The evaluated theoretical union bound (Theory) for fast FFRF channel also demonstrate close results.

In Fig. 2, the number of transmit antennas \( N_T = 3 \) and the number of usable codewords are 4.

![Fig. 1 BER performances of STBC-CSM for \( N_T = 5, c = 16, N_R = 4 \) and \( M = 16 \)](image)

![Fig. 2 BER performances of STBC-CSM for \( N_T = 3, c = 4, N_R = 4 \) and \( M = 16 \)](image)

Similar to Fig. 1, the BER of the optimal ML detector in Fig. 2 demonstrate a close match with the low complexity detectors, having no noticeable difference in the different plots.
VII. CONCLUSIONS

This paper has presented three near-ML low-complexity detection schemes for STBC-CSM. The numerical results presented have demonstrated a tight match between the error performance of the proposed detectors and that of the optimal ML detector, even at low SNR. In addition, the computational complexity of the different detectors discussed were formulated. The low-complexity near-ML detectors offered significantly reduced computational complexity of approximately 99% than the optimal ML detector. Hence, requiring significantly lower processing power for the receiver.
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