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Abstract—Security is critically important for Internet-of-Things, 

but existing cryptographic protocols are not lightweight enough 

for resource-constrained IoT devices. Implementable with 

simplistic circuits and operable with shallow power, physical 

unclonable functions (PUFs) leverage small but unavoidable 

physical variations of the circuit to produce unique responses for 

individual PUF instances, rendering themselves good candidates 

as security primitives for IoT devices. Component-differentially-

challenged XOR PUFs (CDC XPUFs) are among the PUFs 

which were shown to be highly secure to machine learning 

modeling attacks. However, no study of implementation and 

experimentation has been carried out. In this paper, we report 

our implementations of CDC XPUFs on FPGAs and 

experimental studies of the essential properties of CDC XPUFs. 

 
Index Terms—Resource-constrained IoT, IoT security, XOR 

PUF, FPGA 

I. INTRODUCTION  

Internet of Things (IoT) is gaining momentum with the 

fast increases of communication-capable devices and 

applications involving such devices. Along with the 

explosive growth of IoT devices, communication security 

become a critically important issue. Many IoT devices are 

resource-constrained and operate under a limited supply 

of power, calling for lightweight security mechanisms of 

low power consumption.  

Popular cryptographic key-based security protocols 

are not lightweight in demanding resources, as pointed 

out by [1], [2]. In addition, all key-based protocols 

require storing the keys in non-volatile memories, and all 

stored data can be exposed by side-channel attacks [3]-

[8], especially when attackers are within close physical 

distances, which are very likely the case for many IoT 

devices due to their physical closeness to the crowd. 

Physical Unclonable Functions (PUFs), introduced in 

[9], [10], provide a potential alternative to classical 

cryptography mechanisms. PUFs harvest the integrated 

circuits' internal variations to produce unique responses 

from different PUF instances even if they have exactly 

the same circuit design and going through the same 
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production process by the same manufacturer. Such inner 

variations are the chips' fingerprints, which are utilized 

by PUFs to produce device-dependent responses to the 

same challenge inputs. Due to their capability to give 

different responses from different PUF instances even 

when supplied with the same inputs, PUFs can be used in 

authentication protocols, to generate secret keys [11], [12], 

or as the source for True Random Number Generators 

(TRNG) [1]. Also, implementable with thousands of 

transistors and operable with extremely low power, PUFs 

are high suitable for resource-constrained devices. 

Before choosing a PUF for a security application, it is 

essential to have a proper examination of all important 

properties of the PUF to see if the PUF can deliver 

desired functionalities to meet the peculiar needs of the 

application. Must-examines include PUF fingerprint 

property (Sec. III.A), reliability (Sec. III.B), PUF entropy 

property (Sec. III.C), and resistance to machine learning 

attacks [13]-[17]. Information on such properties of a 

PUF is useful for security application developers to make 

a decision on the selection of a PUF for an application. 

Machine learning (ML) attacks can be launched 

towards a PUF when an attacker has eavesdropped 

adequate communication data. During a machine learning 

attack, the attacker sniffs the ongoing packets on-air 

between a PUF and its trusted partner, and the challenge-

response-pairs (CRPs) used between the PUF and its 

partner for authentication can be collected as training data 

to build an ML model for predicting the response of the 

PUF to any future input challenge. Studies [18], [1] 

showed that component-differentially-challenged XOR 

PUFs (CDC XPUFs) is one of the most secure PUFs 

against machine learning attacks. However, to the best of 

our knowledge, there has been no study on other 

important properties of the CDC XPUF. The high attack-

resistance of CDC XPUFs makes them potential 

candidates to be adopted for secure applications, and it is 

thus important to have a good examination of the other 

essential properties of the CDC XPUF. 

The remainder of this paper is organized as follows. 
Section II describes the arbiter PUF, the XOR PUFs, and 
CDC XPUFs. Section III presents the evaluation metrics 
used in this work to evaluate the CDC XPUFs and XOR 
PUFs. Section IV presents the implementation and 
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experimentation of the PUFs on FPGAs and the results 
and discussions of our experimental studies, and Section 
V gives the conclusion. 

II. BACKGROUND INFORMATION ON PUFS  

A CDC XPUF, similar to an XOR PUF, consists of 
multiple arbiter PUFs whose outputs are XORed to 
produce the final response of the CDC XPUF.  A CDC 
XPUF differs with an XOR PUF only in that different 
component arbiter PUFs of a CDC XPUF receive 
different challenges while all component arbiter PUFs of 
an XOR PUF receive the same challenge. In this section, 
we briefly describe the arbiter PUF, the XOR PUF, and 
the CDC XPUF. 

A. The Arbiter PUF 

Fig. 1 is an illustration of an arbiter PUF [10], [19]. A 

k-bit arbiter PUF consists of k stages, where each stage 

has two 2-to-1 multiplexers (MUXs). Signal enters the 

arbiter PUF from stage 1 and splits into two signals, 

which propagate through two paths determined the 

challenge bits to the multiplexers at each stage and finally 

reach the D flip-flop acting as an arbiter to decide if the 

signal on the top path or lower path arrived first. If the top 

path signal arrives earlier, the D flip-flop returns 1; 

otherwise, it returns 0. 

 
Fig. 1. An arbiter-PUF with 64-bit of challenges. 

The response of an arbiter is determined by the 

difference between the signal delays of the two paths, and 

the delays at the final stage before entering the arbiter is 

the result of the accumulation of delays at all stages the 

two signals pass through. This observation leads to what 

is called the additive delays model, from which a linear 

classification model for the challenge-response relation of 

arbiter PUF [13] is established. With the linear 

classification model, when an adequate number of 

challenge-response pairs (CRPs) are obtained by attackers 

through eavesdropping or other means, an arbiter PUF 

can be “cloned” though mathematical modeling [15], [20] 

to produce the same responses the PUF would give, thus 

enabling the development of malicious software that uses 

such modeling to reproduce the response of the arbiter 

PUF.  

B. The XOR Arbiter PUF 

Due to arbiter PUFs' weak resistance to ML modeling 

attacks, a new PUF was proposed in [11] with increased 

nonlinearity by XORing a multiple arbiter PUFs to 

produce the final response. This type of PUF is known as 

the XOR arbiter PUF or XOR PUF for short. Fig. 2 

illustrates a 3-XOR PUF. An n-XOR PUF consists of n 

component arbiter PUFs (streams) in which the responses 

of all n component arbiter PUFs are XORed to produce 

one response. Note that an XOR PUF's component arbiter 

PUFs are fed using the same challenge. 

 
Fig. 2. A 3-XOR PUF, which consists of three arbiter PUFs whose 

outputs are XORed to generate the final response of the XOR PUF. 

Studies [20]-[23] showed that XOR PUFs are more 

resistant to modeling attacks than arbiter PUFs. When 

equipped with mutual authentication like lockdown 

scheme [1] to eliminate open-access interface, XOR PUFs 

of 64 or more stages with nine or more component arbiter 

PUFs, all modeling attacks developed so far were not able 

to reproduce the responses of an XOR PUF with adequate 

accuracy.  Nevertheless, for 64-bit XOR PUFs with eight 

or fewer component arbiter PUFs, studies [20-24] showed 

that there are attack methods that can predict the 

responses of such PUFs with prediction accuracy around 

98%. Also reported in [25] were comprehensive tests on 

the XOR PUF using 1 trillion 32nm hardware CRPs with 

the conclusion that 64-bit 10-XOR PUFs are secure and 

stable PUFs. However, extending the number of streams 

and challenge length will raise the cost and power 

consumption of a PUF, which is an important issue for 

resource-constrained IoT devices [26] like inexpensive 

RFID tags. 

C. The CDC XPUF 

 
Fig. 3. A 3-CDC XPUF, which consists of three arbiter PUFs XORed 

to produce the final response. In CDC XPUF, different component 

arbiter PUFs receive different challenges. 

CDC XPUF differs from XOR PUF only in that its 

component arbiter PUFs receive different challenges 

while the XOR PUF receives the same challenge for all 

its component arbiter PUFs.  Studies [1, 18, 27] have 

found that applying different challenges to different 

components of an XOR PUF improves the resilience of 

the PUF against machine learning attacks, and existing 

modeling-based attack method for 64-bit CDC XPUFs 

with four or more components can attain success attack 

rate lower than 90% even if using 1 or 2 million CRPs 
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(see [18, Fig. 3, 6]) and can attain probably only 0.1% 

success rate if using only 30 thousand CRPs (see [18, 

Table. II]). These studies showed that CDC XPUFs is a 

potentially good candidate in terms of security 

performance. Thus, it is worthwhile to see if they are also 

good at other properties for real applications. 

III. PERFORMANCE EVALUATION METRICS 

Before confide on using a PUF as a reliable source for 

authentication, this PUF design needs to pass specific 

performance tests [28]-[30]. In this section, we list the 

evaluation metrics that we used to judge PUF designs in 

terms of performance. 

A. Measuring the PUF Fingerprint Property 

One of the major properties, when the PUF was 

introduced in 2002, is its ability to produce different 

responses from different devices when the same challenge 

is given. This property was later known as chip 

“fingerprint” [2] or uniqueness. In order to evaluate the 

CDC XPUF uniqueness, we generated CRPs from 

different FPGAs to the same set of challenges. We used 

the uniqueness that proposed by Hori et al. [3] and Maiti 

et al. [33], [34]. 

1) Maiti's Uniqueness: Maiti's uniqueness (MU) 

introduced in [4] evaluates how different the output of a 

PUF compared to other outputs of other devices using 

Hamming Distance (HD). The uniqueness of responses 

of N devices of the kth challenge is calculated as follow: 

 𝑀𝑈𝑘 =
2

𝑁 (𝑁 – 1 )
 ∑ ∑ (

HD(𝐼𝐷𝑖,   𝐼𝐷𝑗)

𝐿
)

𝑁

𝑗=𝑖+1
,

𝑁−1

𝑖=1

      (1) 

where L is the number of bits in a response set, which is 
128-bit for our experiment, and the ID is the response set. 
Equation 1 applies a bitwise HD for responses’ bits of 
the ith device with its corresponding bits, of the same 
challenge, in the jth chip. 

2) Hori's Uniqueness: On the other hand, Hori's 

uniqueness (HU), introduced in [3], calculates the 

uniqueness of responses of the same PUF design and 

challenges but from different devices. Hori's uniqueness 

is defined as follows: 

 𝐻𝑈𝑘 =
4

𝑁𝑟 × 𝑁2 
 ∑ ∑ (𝑏𝑗,𝑖  ⨁ 𝑏𝑚,𝑖),

𝑁

𝑗,𝑚=1,𝑗≠𝑚
 

𝑁𝑟

𝑖=1
  (2) 

where N is the number of chips, Nr is the response length, 
and bj,i and bk,i are the ith response bit from the jth and mth 
PUF instances, respectively. 

Both HU in equation (2) and MU in (1) serve the same 

purpose but only differ in the normalization value. MU 

and HU need to be calculated for every challenge in the 

dataset, say K challenges, and then averaged as follows: 

 𝑀𝑈 =
1

𝐾
 ∑ 𝑀𝑈𝑘  𝑜𝑟 𝐾

𝑖=1 𝐻𝑈 =
1

𝐾
 ∑ 𝐻𝑈𝑘 .

𝐾
𝑖=1      (3) 

B. Measuring the PUF Reliability 

PUF outputs are expected to be persistent. However, 

many conditions and circumstances may affect the design 

reliability, such as aging, heating, and the voltage level of 

the input signals. To measure how correct are PUF's 

outputs, we used two metrics introduce by Hori et al. in 

[3], which they called them Steadiness and Correctness. 

1) Correctness: The Correctness, introduced in [3], 

is the study of response reliability when a PUF design is 

subjected to outward conditions. Correctness uses 

Fractional Hamming Distance (FHD) in order to record 

the changes that were applied to the response among 

iterations. For each iteration, the voltage level of the 

signal will differ as long as the device temperature. 

Correctness is defined as follows: 

 𝐶 = 1 −
2

𝑁𝑐×𝑁𝑎
∑ ∑ (𝑏𝑘 ⊕ 𝑏𝑘,𝑗)

𝑁𝑎

𝑗=1

𝑁𝑐

𝑘=1
,          (4) 

where Nc is the total number of challenges, k is the 
challenge ID, Na is the total number of repeated responses 
of a challenge, and b is a response bit. 

2) Steadiness: An ideal PUF is expected to output the 
same response when it is given a single challenge on the 
same chip. Thus, the study of a PUF reliability in terms 
of the design output is needed. The steadiness (S), as 
defined in equation 5, measures if the response bit b has 
changed or lasts the same amongst Na times of the same 
challenges. The steadiness is defined as follows: 

𝑆 = 1 +
1

𝑁𝑐
∑   

𝑁𝑐
𝑘=1 log2 𝑚𝑎𝑥 {

∑ 𝑏𝑘,𝑗

𝑁𝑎

𝑗=1

𝑁𝑎
, 1 − 

∑ 𝑏𝑘,𝑗

𝑁𝑎

𝑗=1

𝑁𝑎
},(5) 

where Nc denotes the total number of challenges, and k is 
a single challenge of the jth  response bit. 

C. Measuring the PUF Entropy 

In terms of reaching the unpredictability of PUF's 

outputs, each design is expected to produce different 

responses when given different challenges. If  PUF's 

outputs are biased to 0 or 1, it will be easy for the attacker 

to guess the responses with a more prediction rate. Thus, 

evaluating PUFs responses in terms of randomness and 

diffuseness, introduced in [3], is essential for 

guaranteeing the needed authentication and keys 

complexity levels when using PUFs in security 

applications. 

1) Randomness: Randomness is the study of PUF 

response balance in terms of 0's and 1's. The ideal PUF is 

expected to produce responses that have a balance of 0’s 

and 1’s by 50% for each when inputting different 

challenges to the same chip. We can calculate the 

frequency of 1's in responses of a chip for different 

challenges as follows: 

 𝑝 =
1

𝑁𝑟
∑ (𝑏𝑖

𝑁𝑟

𝑖=1
),                                  (6) 

where Nr is the total number of responses, and bi is the ith 

response bit. Then, randomness (H) can be calculated as 

follows: 

 𝐻 = − log2 𝑚𝑎𝑥(𝑝, 1 − 𝑝).                  (7) 

2) Diffuseness: Diffuseness is the study of how 

dispersed the responses are among each other when 
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given different challenges on the same device. 

Diffuseness is important for showing the disparity of 

responses which form a device identity. Fractional 

Hamming Distance is used for all responses pairs to sum 

the diffuseness as follows: 

 𝐷 =
4

𝐾2×𝐿
∑ ∑ ∑ (𝑏𝑖,𝑙 ⊕ 𝑏𝑗,𝑙)

𝐾

𝑗=𝑖+1

𝐾−1

𝑖=1

𝐿

𝑙=1

,     (8) 

where L is the number of bits is a response and K is the 
number of responses. 

IV. EXPERIMENTAL SETUP AND RESULTS 

A. Generating Silicon CRPs from FPGAs 

In our experiments, we programmed the different CDC 

XPUFs and XOR PUFs on Xilinx Artix®-7 FPGA 28-nm, 

which includes a configurable MicroBlaze CPU. The 

experiments were replicated three times on three chips to 

allow capturing and evaluating the responses' uniqueness. 

VHSIC Hardware  Description  Language (VHDL) was 

used to construct the CDC XPUFs and XOR PUFs 

designs on Xilinx Vivado 15.4 HL Design Edition. Each 

design consists of sub-components such as MUXs, 

arbiters, and an XOR gate, which they are connected to 

form a CDC XPUF or XOR PUF.  

 
Fig. 4. Illustration of a synthesized CDC XPUF after horizontal 

placement was applied using TCL 

The CDC XPUFs placement in the hardware was done 

horizontally using Tool Command Language (TCL), as 

shown in Fig. 4. For all designs, the placement starts from 

slice X0Y100 on the device to contain only two MUXs, 

top and bottom. Then, we iterate the placement’s 

command for each stage to slice X32Y100, which is the 

last location for finishing the writing of the first half of 

the first stream. The second half of the same stream will 

be placed right above the first half, which starts from 

location X0Y101 and ends in X32Y101. Similarly, we 

place the other components, streams 2, 3, etc, above the 

current APUF until all streams are installed. Continuously, 

we place the arbiter of each stram right after the last slice 

of the component’s second half, on slice X33Y101 for the 

above example. Finally, all arbiters will input to one XOR 

gate, and the output of the XOR gate represents the PUF’s 

response. 

For interacting with the PUFs, we use Xilinx SDK to 

transfer the random challenges to the CDC XPUFs and 

receive the corresponding response of each written 

challenge. The code of the Xilinx SDK was written using 

C language. 

For generating the CRPs, eight AXI General Purpose 

Input/Output (GPIO) interfaces were used as follows: one 

GPIO for submitting the initial traveling signals, one for 

receiving the output response, and six for feeding the 

CDC XPUF with the generated challenges. Each GPIO 

can handle 32 + 32 bits, and our maximum design, 6-

CDC XPUF 64-bit, needs eight GPIOs, for instance. For 

creating a more complex CDC XPUF designs such as 6-

CDC XPUF 128-bit, we need to implement 14 GPIOs to 

handle the needed operations for this design. The required 

GPIOs for the 6-CDC XPUF 128-bit are one GPIO for the 

initial signals, one GPIO for receiving the response, and 

12 GPIOs for inputting the challenges into the CDC 

XPUF. The reason behind the necessity for this number of 

GPIOs for implementing the 6-CDC XPUF 128-bit 

design is we need one GPIOs for each stream in which we 

input (32+32)||(32+32) bits of challenges, 6 × 128 bits as 

total challenges input.  This complexity can be avoided, 

as explained in [18], by using the Permutation-Based PUF, 

which as resistance as the CDC XPUF against ML attacks. 

On the other hand, XOR PUF implementation is much 

easier than implementing the CDC XPUF. We need only 

three GPIOs for creating any XOR PUF design of 64-bit. 

Those GPIOs are one for the signals, one for the response, 

and one for the challenge since this challenge will input in 

all streams as is. 

Our challenges were generated using the Pseudo-

Random Number Generator (PRNG) as follows: 

 𝐶𝑛+1 = (𝑎 × 𝐶𝑛 + 𝑔) 𝑚𝑜𝑑 𝑚,               (9) 

where C is the sequence of the generated random number, 

a is a multiplier, g is a given constant, and m is 2K where 

K is the number of stages. To speed up the data transfer 

between the PUFs and computer, AXI Universal 

Asynchronous Receiver Transmitter (UART) was 

installed with baud rate equals to 230,400 bits/second. 

Finally, Tera Term, which is a terminal emulator program, 

used for printing and saving the device’s outputs. 

We have implemented a different number of 

components of CDC XPUF and XOR PUF ranged from 4 

to 6 components and stages length of 64-bit. For the 

performance evaluation CRPs, we generated up-to 16,384 

challenges ×  16 iterations ×  128 response length ×  3 

devices × 2 designs, CDC and XOR PUFs. The repetition 

of the CRPs is needed during the performance evaluation 

to study the related metrics such as randomness, 

steadiness, correctness, and diffuseness. The used silicon 

CRPs of this study were generated at ambient temperature 

of approximately 26ºC, and core voltage set to 1.0V using 

the built-in chips’ resistor. 

B. Results of the Performance Evaluation 

Fig. 5, Fig. 6, and Fig. 7 show the performance 

evaluation results of the state-of-the-art CDC XPUF 

based on the explained evaluation metrics in the previous 

section. As shown in the figures, we evaluated the 4, 5, 

and 6 CDC XPUFs with 64-bit of challenge length and 

compared them with their equivalents structure in XOR 

PUFs. In all bar graphs, the blue bars represent the 

performance evaluation of the XOR PUFs, while the 

orange bars are assigned for the CDC XPUFs. 

Journal of Communications Vol. 15, No. 10, October 2020

©2020 Journal of Communications 717



      
(A) Uniquiness of XOR PUFs and CDC XPUFs(Hori)                     (B) Uniquiness of XOR PUFs and CDC XPUFs (Maiti) 

Fig. 5. Experimental data in PUF fingerprint metrics. The ideal value of Hori's equation is 100% while Maiti's is 50%. 

      
(A) Steadiness of XOR PUFs and CDC XPUFs                               (B) Correctness of XOR PUFs and CDC XPUFs 

Fig. 6. Reliability of CDC XPUF (Steadiness and Correctness). The ideal value of the Steadiness and Correctness is 100%. 

      
(A) Randomness of XOR PUFs and CDC XPUFs                        (B) Diffusiness of XOR PUFs and CDC XPUFs 

Fig. 7. Experimental data in PUF entropy metrics, including Randomness and Diffuseness. The ideal value of the Randomness and Diffuseness is 

100%.  

1) Uniqueness Results: Fig. 5 demonstrates the 
uniqueness results of the CDC XPUF and XOR PUF, 
which were calculated using Hori's and Maiti's 
calculations, sub-figures (A) and (B) respectively. Both 
equations serve the same purpose but differ in 
normalization value. The ideal value of the Hori's 
calculation is 100%, while 50% for Maiti's equation. 
Overall it is clear that the CDC XPUF shows a better 
uniqueness compared to the XOR PUF, but it is still 
considered a low score for the highest one in sub-figure 
(A), 17%. Nevertheless, when considering a vast range of 
possible challenges such as 264×6  for the 6-CDC XPUF 
64-bit, 17% of possible unique CRPs is relatively large 
and enough to confide the CDC XPUF in security 
applications, especially when comparing this number to 
the 6-XOR PUF 64-bit which has a much lower range of 
possible CRPs, ranged from 0 to 264 . Among all the 
results of Fig. 5’s sub-figures, the effect of increasing the 
number of components is clear. PUFs’ uniqueness 
increases as the PUFs’ number of streams raise. 

2) Steadiness and Correctness Results: Fig. 6 
illustrates the results of measuring the CDC XPUF 
reliability, the difference of responses of the same 
challenge from the same chip. The steadiness bar-graph, 
sub-figure (A), is shown on the left side of the figure 
while the correctness, sub-figures (B), is on the right side. 
The CDC XPUF shows a high steadiness between 98% 
and 99% of responses when repeating the responses of the 
same signal voltage and device temperature. Also, when 
comparing the CDC XPUFs steadiness to the XOR-PUFs, 
CDC XPUFs show a slightly better steadiness for all of 
the recorded components. On the other hand, when the 
device experience outer conditions, such as the change of 
the chip temperature, the correctness is slightly affected 
as shown in the correctness bars. The CDC XPUFs and 
XOR PUFs’ correctness is gradually decreased when we 
increase the PUF's number of streams. Nevertheless, the 
overall steadiness and correctness of the CDC XPUF 
score better results compared to the XOR PUF except for 
a small number of components such as the 4-CDC XPUF. 
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3) Randomness and Diffuseness Results: Fig. 7 

represents the results of calculating the difference of the 

CDC XPUFs’ responses of different challenges in the 

same device, equations (7) and (8). Sub-figure (A) shows 

the results of the randomness, while the right sub-figure 

(B) is for the diffuseness. It can be found from the figure 

that CDC XPUFs have better randomness than XOR 

PUFs. Also, in CDC XPUFs, the randomness is 

enhanced as we increase the number of components 

while it is affected negatively in the XOR PUFs. The 

randomness scores for CDC XPUF are ranged from 97.5% 

to almost 100%, while the XOR PUF’s randomness 

scores are between 95% and 88% approximately. On the 

other hand, diffuseness scores good results for both CDC 

XPUFs and XOR PUFs ranged from 98% to 100%. 

However, as the results of the randomness, the XOR 

PUF scores gradually decrease as we increase the 

number of streams. 

V. CONCLUSION 

In this paper, we have examined the CDC XPUFs' 

performance in various properties and compared them 

with the XOR PUF using evaluation metrics, including 

randomness, diffuseness, steadiness, correctness, and 

uniqueness. The CDC XPUF was shown to be highly 

secure against ML attacks in several studies [1, 18, 27], 

but there has been no study that evaluates the CDC XPUF 

in terms of other important properties needed before real 

applications, and this paper is filling in this void by 

implementing CDC XPUFs on FPGAs and carrying out 

experiments with more than 600 million CRPs out of 

three Xilinx Artix®-7 FPGAs. 

Experimental study shows that when compared with 

XOR PUFs of the same circuit complexity in terms of the 

number of stages and number of component arbiter PUFs, 

CDC XPUFs have similar results in reliability metrics, 

but have higher values in PUF fingerprint metrics and 

entropy metrics. PUF fingerprint metrics are indicators of 

how many different devices such PUFs can represent or 

identify while PUF entropy metrics are indicators for how 

many different keys or identification numbers a PUF can 

generate. Since the challenge to a CDC k-XPUF if of k 

times the length of a k-XOR PUF of the same number of 

stages, CDC XPUF can uniquely represent trillions of 

trillions times more devices than an XOR PUF of the 

same stages can represent, assuming the same uniqueness 

rate, since a 64-stage CDC 4-XPUF even with 9% Maiti 

Uniqueness can represent close to O(0.09  devices while a 

64-stage 4-XOR PUF with the perfect 50% Maiti 

Uniqueness can represent no more than O(0.5 devices. 

Similarly, it is true for the number of different keys a 

CDC XPUF can generate when compared with the 

number of different keys an XOR PUF of perfect PUF 

entropy metrics can generate. Thus, the experimental 

results show that the experimentally examined propertied 

of CDC XPUFs are up to the tasks of real IoT 

applications. 
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