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Abstract—Considering emerging technologies and applications is an important step in assessing future security needs. For example, Advances in Internet of Things (IoT) and Autonomous Systems have presented new cyber security challenges. The severity of such cyber threats is magnified as societies are becoming more and more dependent on such emerging technologies. The purpose of this paper is to identify these emerging technologies and the associated threat landscape based on current knowledge and ongoing research. This can help protect societies from cyber threats associated with such technologies.
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I. INTRODUCTION

Throughout human history, it has been those societies and individuals who have been the quickest to adapt to technological shifts that have survived and excelled, and those that have refused to adapt their ways to the tides of progress who have fallen by the wayside. Indeed, entire dynasties and civilizations have crumbled due to such lack of innovation. The incredible speed at which technology is now being developed has only made it more difficult to retain a technological edge. What is more, societies are growing increasingly dependent upon technology. While fifty years ago it would have been uncommon for even a wealthy household to own a computer, now it is completely normal. According to U.S. Census Bureau data, in 1984 only 8% of those households counted owned a computer, while in 2016 that number increased to 89% [1]. Cell phones, which were once the size of bricks and owned by only a relatively small number of people are now commonly used everywhere even among children. Technology is integrated into medicine, business, civil administration and about every other aspect of urban life. For this reason, it is not only important, but imperative that governments and organizations predict the growth of technology to prepare for it.

An entire field dedicated to predicting the characteristics of future technologies exists, which is called technology forecasting. It is the practice of identifying and monitoring technological developments and predicting the direction these developments will take in the future [2]. The reasons for such forecasting can vary greatly, and the concerns of which are not delegated only to governmental organizations and nation states. Companies may want to be the first to apply some new technology to better fulfilling some consumer need. One particular story regarding the failure of one such company to do so is Kodak. It once was the premier camera company which invented the digital camera, but then it failed to accurately predict and prepare for the dominance of digital photography, leading to other camera companies taking the lead and Kodak subsequently going bankrupt [3]. What examples like this show is the power of preparing for and adapting to future technologies. While the various methods of performing technology forecasting are far beyond the scope of this paper, the results of such forecasts are of the utmost importance for policy makers and industry leaders, and therefore very relevant to the topic of this paper. The importance of such preparation becomes exponentially more important on a national scale, where failure to prepare for technological innovations can cause widespread devastation.

From a cyber security perspective, preparing for the technologies of the future is not only important, but it is also an imperative. Many of the technologies that societies have grown to depend on were developed with little to no thought for security. As Microsoft security expert Glen Schoonover recounts, older versions of Windows were shipped out with barely any built-in security before Microsoft’s Trustworthy Computing Initiative was started in 2002, as were many other operating systems [4]. Thus, it is no surprise that many older operating systems are completely vulnerable and easily exploitable by even novice hackers. Many internet protocols have also gone through countless updates attempting to remedy the security concerns that might well have been prevented if developers had correctly theorized how their technologies would be used or abused in the future. As only one example, Border Gateway Protocol, a protocol which routes much of the Internet was designed using a trust model, which has made it vulnerable to cyber security threats [5]. Of course, it would have been very difficult to correctly predict how much of society would come to lean on the technologies it uses today or how hackers would learn to abuse such technologies; in some cases, it may have been impossible. Nonetheless, had even generalized predictions been made during the conception of the Internet and of software solutions, it is possible that the current state of software security could be much more secure than it is today.
In 2018, the European Network, and Information Security Agency (ENISA) compiled a report which expounded on many of the upcoming technologies and the security concerns subsequently raised [6]. Some of the emerging technologies discussed, and topics presented in this ENISA report which are also addressed in this paper are, in order and in separate sections: The Internet of Things (IoT) in Section II, the interplay between society and technology in Section III, next generation IT infrastructure in Section IV, virtual and augmented reality in Section V, autonomous systems in Section VI, the Internet of Bio-Nano Things (IoBNT) in Section VII, Artificial Intelligence (AI) and robots in Section VIII. Considering the large scope of these topics, and the depths of research that has already gone into them, giving a proper in-depth investigation into each of these would require numerous papers for each single topic. Nonetheless, it is possible and desirable to provide a compilation of these topics and their security implications. This paper will then investigate these technologies, as well as the threats or potential threats facing these technologies, and finally the mitigations and counter-initiatives to these threats. Finally, concluding remarks are included in Section IX. Through reports and papers similar to this and the previously referenced ENISA report, it is hopeful that greater awareness and understanding may be redirected to these concerns.

II. THE INTERNET OF THINGS

The Internet of Things (IoT) is a massive and convoluted topic, the breadth of which would take many pages of research to fully understand. According to [7], IoT is defined as an interconnected network of uniquely identifiable, programmable devices with capabilities with the ability to change state and collect information. This definition provides a reasonable starting point for any discussion on the broader IoT, although the exact definition may change depending on the context. To understand the security implications of IoT, it is immensely helpful to understand how it came to be. The term was first coined by Kevin Ashton in 1999 [8]. However, the practice of manufacturing IoT-like devices had been increasing ever since the inception of the Internet. This practice continued to grow and still grows as companies and organizations add sensors and interfaces onto everyday objects [9]. Furthermore, the number of such IoT devices being developed is growing at an unprecedented rate. Gartner analysis estimates that the number of deployed IoT devices will reach 25 billion by 2021 from eleven billion in 2018, increasing at a rate of almost a third per year [10].

While it would be difficult to deny the good brought about by these devices, whether that is in recording patient bio-medical data at a hospital, helping farmers feed their animals, or simply allowing an absent parent to lock the doors to their home while away, the unfortunate reality is that many of these devices are terribly insecure. According to a study conducted by Hewlett Packard, 70% of commonly used IoT devices contain security vulnerabilities [11]. This same study places much of the blame on manufacturers sacrificing security to quickly output devices to meet the rapidly expanding demand for IoT technology. Likewise, it is not difficult to find examples of these vulnerabilities being exploited. For instance, the Mirai Botnet attack is likely one of the most well-known example. Other examples include the Jeep hacking in 2015, where security researchers remotely compromised a Jeep Cherokee, taking complete control over the vehicle [12]. Another example is the FDA announcement that certain cardiac devices used at St. Jude’s Medical were vulnerable to exploitation, potentially killing the user [13]! Many other potential threats from IoT exploitation exist, including loss of data, theft or worse.

Due to the dramatic nature of these exploitations, it is no surprise that many researchers have offered recommendations on this issue. Expecting manufacturers to begin securely programming IoT protocols is probably not based on any likely reality. Especially due to the speed these devices are being manufactured and the diversity in function from one device to another. Therefore, many researchers have suggested mitigations involving the network layer. For example, [14] proposed an SDN-based framework to enforce network access controls while [15] suggested an intrusion detection technique working at the network layer. Other solutions exist, and likely an optimal solution will involve multiple layers of these mitigations. Nonetheless, due to the meteoric rise to prominence of IoT security, it will likely be many years before an optimal solution is developed.

III. INTERPLAY BETWEEN SOCIETY AND TECHNOLOGY

This is a rather broad topic and it deals more with how society and technology interact. For the purpose of this paper, it will be narrowed down to the issues presented by social media. The latter is an aspect of modern life which has risen to prominence extremely quickly. According to Pew Research Center [16], just 5% of adults used a form of social media in 2005, which increased tenfold to 50% in 2011 and was at 69% in early 2018. While many experts would disagree on whether this is a beneficial or negative trend, such social media adoption has had serious security implications.

The security issues brought about by social media are in large part due to data privacy issues. On a website like Facebook or Twitter, a user is usually requested to submit to data collection in the terms and conditions. Oftentimes, users do not read these license agreements, and are thus surprised when a data breach occurs and much of their data is lost. One study conducted by researchers found that out of every thousand online retail software shoppers, only about one or two will access End User License Agreement (EULA) and usually those that do only read a small portion [17]. While in most of cases, users would
security settings, proper configuration and frequent interception, and Denial of Service (DoS) attacks. Virtualization attacks include VM jumping, host traffic with file sharing can infect the host machine. According to another Pew study [20], social media users are taking more effort to manage the information exposed on their accounts than in the past. Indeed, according to one survey [21], users are beginning to take more breaks from social media and more often deleting their accounts. Thus, a fair case could be made that the solution to privacy concerns in social media can be best solved by the users themselves through a combination of awareness and education.

IV. NEXT GENERATION IT INFRASTRUCTURE

It is also worthwhile to discuss next generation IT infrastructure. Because as was the case with the previous section, it is a very broad subject, this paper will examine one such infrastructure, hardware virtualization and how that pertains to security. Virtualization technology is what allows a computer to run multiple virtual machines independent of the host hardware. The benefits of such a network are many-fold. As one Lippis Consulting white paper pointed out [22], this allows single IT assets to be expanded to numerous users and managing multiple resources as a single server. These resources can then be subdivided into virtual networks with their own access controls, which can be a major boon to organizational security.

Unfortunately, the convenience afforded by virtualization can also come with some potential security problems. For example, if attackers can compromise the VM hypervisor, they can potentially gain high levels of privilege on the virtual machines under that hypervisor, as well as access sensitive data contained in them [23]. Many other similar vulnerabilities that can stem from virtualization were listed out in a report by the InfoSec Institute [24]. For instance, a compromised guest VM with file sharing can infect the host machine. According to this InfoSec report, some of the more common virtualization attacks include VM jumping, host traffic interception, and Denial of Service (DoS) attacks.

Despite these potential vulnerabilities, with strong security settings, proper configuration and frequent monitoring for suspicious activity, virtualization can still be a very secure and convenient option for many organizations. Security steps that should be implemented include securing the individual elements of the virtual environment, protecting administrative access to the virtualization solution and securing the hypervisor properly [25]. Thus, with extra effort, a virtual network may be made secure.

V. VIRTUAL AND AUGMENTED REALITY

Another interesting technology which may eventually lead to broad security implications is virtual and augmented reality. Security and virtual reality are not yet related in any significant way, although this may change as time goes on. Rather, the relevance to this paper has more to do with the privacy risks that may be present. Virtual and augmented reality are both similar concepts. While Virtual Reality (VR) completely immerses a user in a computer-generated virtual environment, Augmented Reality (AR) simply adds virtual components and graphics to an otherwise real environment [26]. There are certainly many positives to this technology. Many experts have championed using VR for training employees in various fields [27]. For example, it has been used to train medical students in a safe and educational environment [28]. Numerous other examples also exist, from firearm training to customer service education [29]. In addition to this, many games and other forms of entertainment have been developed to take advantage of this technology. The prime example of this being Pokémon Go [30], a mobile application game which became extremely popular and brought about new interest into AR.

Unfortunately, as with many other new technologies, there are privacy concerns in VR and AR. Many of these virtual reality devices collect significant amounts of user data. For example, the privacy policy of Oculus Rift [31], a popular VR headset company, explicitly states that data such as name, email address, phone, purchase history and communications are collected [31]. While this is concerning, it is in no way peculiar to Oculus Rift. Most of the major VR headset companies collect similar data on their users [32]. For example, Pokémon Go, the previously mentioned popular mobile phone application, allowed users to login using their Google accounts, potentially exposing their user accounts to malicious hackers [33]. Similar to IoT, it is likely that these VR devices and applications are not designed with security in mind, but rather they are sped through production to meet demand. Similar as in other cases, mitigations for these privacy concerns may lie with the consumer. Users should be careful to understand and do research on devices that could be collecting personal information on them. Likewise, companies producing these types of devices should make it clear to the user what kind of data is being collected and why. In some cases, governments have even stepped in and established laws enforcing unambiguous user agreements, as is the case of EU regulation 2016/679 [34]. The issue is a complicated one,
but one that may be mitigated with proper educational awareness.

VI. AUTONOMOUS SYSTEMS

Next, it is worthwhile to discuss autonomous systems with autonomous vehicles being the primary example. The development of self-driving vehicles began as a sponsored project by the Defense Advanced Research Projects Agency (DARPA) which is an agency of the United States Department of Defense (DoD) responsible for the development of emerging technologies for use by the military. Due to the technological challenges presented by this problem, DARPA outsourced this problem to the world by eventually hosting a race in 2004 for autonomous vehicles across a desert between California and Nevada which was open to everyone, the winner of which would receive a million-dollar prize [35]. Since that time, many developers have begun working to design safe and error-free self-driving vehicles. For example, two leaders in this field are Google, with its Waymo project (https://waymo.com/) and Tesla’s Autopilot (https://www.tesla.com/autopilot). Due to the still new and sometimes buggy software in self-driving cars, many states have yet to legalize and regulate them yet. As of 2017, 33 states have established legislations related to self-driving vehicles [36]. Nonetheless, there are many benefits to be seen from the concept of self-driving vehicles. For instance, people with physical or mental disabilities preventing them from driving may find new independence in such vehicles. Likewise, the labor required to operate taxis, busses or farm equipment can be redirected to other matters.

Unfortunately, there are also negative security costs associated with automatizing vehicles. Similar to the previously mentioned Jeep hacking, many autonomous vehicles are vulnerable to hackers. Taking advantage of an autonomous vehicle’s protocols, hackers could potentially crash the vehicle, disable it and attack the rider, or simply use the GPS to track the rider’s coordinates [37]. Unfortunately, simply disabling an autonomous vehicle’s communications with the outside world would not work either, as vehicles need to be able to communicate with other vehicles and transportation systems to effectively and safely navigate different terrains [38]. Given these threats, many experts have weighed in on the matter. Integrating intrusion detection systems into autonomous vehicles is one possible solution to the risks presented here. These intrusion detection systems have been shown to be very effective and can be used to alert the rider if their vehicle is being compromised so that they can take the appropriate actions or pull-over if needed [39] and [40]. Other mitigations which have been proposed involve adding anti-malware programs to such autonomous vehicles and isolating the victim vehicle if it becomes compromised to avoid feeding other vehicles false information [41]. With these efforts among others, it is hopeful that autonomous vehicles will become as secure as any other vehicle in the future.

VII. THE INTERNET OF BIO-NANO THINGS

It is then worthwhile to discuss a very important subsection of IoT, that is, the Internet of Bio-Nano Things (IoBNT) which is a very new concept. It is the idea of producing synthetic biological and technological sensors to collect and signal information [42]. The science and technology that enables this is out of scope of this paper, however, the security protecting these devices is certainly worth an examination. Given that these devices can be implanted into the human body, a vulnerability in the security of these devices can literally become a life or death situation. In one paper about security vulnerabilities in IoBNT [43], researchers show how malicious IoBNT devices can be used in biological terrorism or to hamper benign IoBNT devices. Protecting against these types of biological threats in IoBNT, as in the case of regular IoT devices, should lie in preparing secure protocols at the network layer. The potential of IoBNT to save many lives by providing monitoring and research capabilities where previously none was possible should be noted. For these reasons, security research in this field is an imperative, as failure to do so could well lead to many deaths.

VIII. ARTIFICIAL INTELLIGENCE AND ROBOTS

While this concept often evokes images of robots conquering the earth, in the imagination of the public, due in large part to science fiction books and movies, the current reality is that Artificial Intelligence (AI) has brought many benefits to society at large, while at the same time also presenting risks and vulnerabilities that need to be dealt with. For example, police can use facial recognition software with embedded AI in order to capture dangerous criminals [44]. Companies like Amazon, Google and Apple have embedded voice recognition AI in their “smart” devices, such as Alexa, which can help physically disabled people perform tasks which might otherwise be difficult [45]. The ENISA report lists out some of the security challenges related to AI and Robotics [6]. While all the reasons listed are valid, probably one of the most relevant concern is that of data privacy. For AI to function accurately, one of the most important requirements is access to large amounts of data [46] and [47]. Due to this, it comes as no surprise that these devices collect large amounts of personal data relating to users in many cases. Likely the solutions to privacy issues in AI devices may lie with consumers to hold producers responsible for data collected, and to know which data that is. In some areas, such as the EU, regulation has been enacted to force developers to be more transparent with which data is used and why, which may also help alleviate these problems [48].
IX. CONCLUSION

In conclusion, there is a plethora of new technologies currently being developed at an unprecedented rate. Many of these technologies have been very well received and have had enormously positive impact upon their respective beneficiaries. Unfortunately, as with all wonderful and valuable technological developments, malicious actors are capable of taking advantage of weaknesses in these new technologies. This issue is only worsened by the presence of potentially severe security concerns in each of these technologies, as discussed previously in this paper. The subsequent threats which present themselves in respect to these vulnerabilities are numerous and can include anything from loss of privacy to even death in the case of a medical device exploit or a vehicle hacking. With these threats in mind, it is clearly imperative that sufficient effort be expended by researchers and developers to prevent threats like these from reaching fruition. With that said, much literature and research has been written over these topics, such as the ones cited in this paper. Research can also help to inform lawmakers and other legislators on these issues, as successfully countering the threats presented by these technologies will require no small amount of cooperation between industry leaders and lawmakers, who need to create informed legislation and guidelines to deal with these newer technologies. Likewise, even with effort by lawmakers and industry, individual consumers still need to be aware of the risks they accept each time they use a technology. Especially in regard to the many privacy concerns which arise in these concepts, an aware and informed consumer may better protect themselves from becoming the victim of a severe data breach. Nonetheless, only through high cooperation and planning can truly successful solutions be reached, and through them a more secure future can be obtained.
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