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Abstract—Wireless Sensor Networks (WSNs) are the subject 

of many proposals to improve performance in terms of data 

delivery ratio, end-to-end delay and energy consumption. To 

estimate the validity and performance of these proposals, 

comparisons with the existing protocols are made via simulation 

tools such as NS2/3, OMNeT++, Glomosim, OPNET, etc. It is 

interesting to note that in a multitude of scientific articles we 

can read a variant of: “our proposed protocol outperforms…, ” 

in the conclusions. This type of conclusion is used even when 

the simulations only find an increase of a few percent. Although 

it is not false this statement should be interpreted differently. In 

this paper we will show, by a comparison of two MAC 

protocols, and two routing protocols, that the choice of 

simulation parameters can have a much stronger influence than 

a gain of a few percent. Thus, we will try to demonstrate that 

the word ”outperforms” is dependent on the conditions of 

simulations that are very often only partially specified in the 

articles. This analytical study allows us to suggest that, it would 

be more judicious at first to completely detail the simulation 

environment and to conclude instead of ”our proposed protocol 

outperforms ...” by ”for the simulation set precisely defined in 

part xx of this contribution ... ”. In addition, if the simulation 

conditions are clearly specified, they will be reproducible and 

make the comparison of results with other protocols easier and 

more accurate. 
 
Index Terms—WSNs, MAC/Routing protocols, performance 

evaluation, simulation environment 

 

I. INTRODUCTION 

WSN is composed of low-cost, energy-independent 

devices. They can monitor physical or environmental 

conditions (temperature, humidity, noise, vibration, 

pressure, motion, pollution, etc.), perform some 

calculations, and collaborate to transmit their data via 

wireless links to a data collector. This type of network is 

increasingly used in many emerging applications such as 

in Industry 4.0 [1], [2], forest fire detection [3], water 

quality monitoring [4], health [5] and understanding of 

natural phenomena such as landslides [6], etc. The strong 

potential of wireless sensor networks is also distinguished 

by the wealth of literature surrounding research topics 

about them. The common goal in all these proposals is to 
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find solutions to deal with the limited intrinsic resources 

of sensor nodes such as: the low range and throughput, 

the limited amount of energy, the low memory and 

storage, the reduced computing power. 

In most of these works, without having a real 

production network (which can be very expensive), 

simulations using tools like NS2/3, OMNeT++, 

Glomosim, OPNET, etc., are performed to evaluate the 

performance of proposed protocols. In these performance 

evaluations, comparisons with other existing protocols 

are made. It is interesting to note that in a multitude of 

scientific articles about this research topic, we see 

conclusions similar to: “our proposed protocol 

outperforms ...”. This type of conclusion is used even 

when the simulations give a gain of a few percent. 

Moreover, in many cases the enhancement of a few 

percent gain goes far beyond the level of detail on the 

simulation parameters used to obtain the results. In this 

paper, we will try to show that the word ”outperform” is 

very dependent on these simulation conditions (radio 

frequency, antenna, model propagation, power 

transmission, capture effect, type of topologies, type of 

data traffic, etc.) which are often partially specified in the 

articles. These omissions do not allow the reproducibility 

of the results obtained and make comparisons more 

difficult and less relevant. 

We previously independently studied in [7], [8], the 

impact of some simulation parameters on the results 

obtained with two MAC protocols. In this paper we study 

the general impact of these parameters with two MAC 

protocols and two routing protocols. Let’s take the case 

of works based on the implementation of a mechanism to 

ensure a long networks life time. 

At first, we use two duty cycle MAC protocols. In this 

type of protocols, nodes sequence periods of activities 

and inactivities to save energy by disabling the most 

energy consuming module (the radio module) during the 

inactivity period. The duty cycle represents the ratio 

between the active period (during which the radio module 

is on) and the global period (active period + inactive 

period). The main MAC protocol based on this principle 

is the standard IEEE 802.15.4 [9] in beacon-enabled 

mode, which is one of two tested MAC protocols. In the 

beacon enabled mode of the standard, the activity and 

Journal of Communications Vol. 14, No. 11, November 2019

©2019 Journal of Communications 987

mailto:@esiee-amiens.fr
mailto:@uca.fr


inactivity periods of the nodes are synchronized. 

Generally, protocols based on this principle are called 

synchronous duty cycle protocols. Contrary to this 

mechanism, in the second tested MAC protocol 

(SlackMAC [10], [11]), the nodes do not need to agree for 

their periods of activity and inactivity. This second 

category is called asynchronous duty cycle protocols. In a 

second step, we perform tests with two routing protocols 

from the literature based on the same MAC mechanism. 

These protocols have been chosen in such a way that by 

intuition, we know in both cases that one outperforms the 

other unambiguously. We do not make an exhaustive 

comparative study between protocols, in this paper we 

will try to show the gap in the results according to 

different sets of parameters of the simulation environment. 

Papers such as [12]-[15] show for example, the impact of 

topologies and propagation models on simulation results. 

In this paper we go further and make a complete and 

detailed study focusing on several important parameters 

of the simulation environment. 

For the comparison of protocols, we selected some 

parameters which have a great influence on the results but 

which are often not clearly specified: the topology, the 

data generation period, the capture threshold and the 

propagation model. For this last parameter, we will use 

the shadowing propagation model and choose more 

particularly to provide a comparison according to 

standard deviation and the path loss exponent. This 

analytical study allows us to suggest that it would be 

more judicious at first to completely detail the simulation 

environment and to conclude with “for the simulation set 

precisely defined in part xx of this contribution…” 

instead of with “our proposed protocol outperforms...”. 

This paper is organized as follows. In section II, we 

show the role of the main parameters of simulations 

which are often neglected. In section III, we perform a 

critical analysis of the simulation environment 

specification in duty cycle MAC/Routing protocols of the 

literature. Section IV, presents results by simulations 

derived from this analysis. Finally in section V, we 

provide the conclusions of our study. 

II. PRELIMINARY STUDY 

This part shows the role of the main simulation 

parameters, which greatly influence the results but are 

often not clearly defined in the literature. These main 

parameters are the topology, the propagation model and 

the capture effect. 

A. Topology Production Strategy 

The rules for generating topologies and the importance 

of their specifications in the simulations have been 

detailed in [7]. Fig. 1, Fig. 2, Fig. 3 and Fig. 4 are 

examples of the four types of topologies we will use for 

the tests in section IV. 

 

 
Fig. 1. Topology in square (250 m x 250 m) with 100 nodes positioned 

in the grid. 

 

Fig. 2. Topology in square (250 m x 250 m) with 100 nodes randomly 

positioned. 

 
Fig. 3. Pseudo-linear topology (625 m x 100 m) with 100 nodes 
positioned in the grid. 

 
Fig. 4. Pseudo-linear topology (625 m x 100 m) with 100 nodes 

randomly positioned. 
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B. Propagation Model 

There are several types of propagation models, let’s 

take for example the three main ones which are: Free 

Space [16], Tow-Ray Ground [17] and Log-normal 

Shadowing. The free space model is used to represent the 

reception power of the signal between transmitter and 

receiver in an ideal case, where the environment is devoid 

of any obstacle. This representation is done using the 

Friis formula defined in equation (1). 

 
  22

2

4 dπ

λGGP
=dP rtt

r
                        (1) 

The parameters are respectively: Pt: transmission 

power, tG : antenna gain of the transmitter, rG : antenna 

gain of the receiver, d: distance between transmitter and 

receiver, λ : signal wavelength. Since the Friis model is 

not realistic (it does not take into account any obstacle, 

reflection, refraction, diffraction that the signal can 

suffer), the Two-Ray Ground reflected Model has been 

proposed to take into account the reflection of the ground. 

This model assumes that in terrestrial communication, the 

signal received by the receiver has two components: the 

direct signal and the signal coming from the ground 

reflection (see Fig. 5). 

 

Fig. 5. Two-Ray ground reflection 

Equation (2) gives the formula that provides the 

reception power taking into account the antenna height of 

the transmitter (ht) and the receiver (hr).   
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The resulting path loss (in equation (3)) is much larger 

than in Friis model. 
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The Log-normal Shadowing model is based on the 

semi-empirical Log-distance Path Loss model that is a 

combination of experimental and theoretical 

measurement. In Log-distance Path Loss model, the path 

loss is represented (4): 

    
0

0 log10
d

d
γ+dPL=dBdPL          (4) 

where PL( 0d ) is a theoretical estimation of the path loss 

for a reference distance 0d  (generally equals to 1m) and 

γ is the path loss exponent that varies depending on the 

environment. An estimate of path loss exponent as a 

function of the environment achieved in [18] is 

summarized in Table I. 

TABLE I: PATH LOSS EXPONENT [18]. 
 

Environment γ 

 

Inside 

With direct line of sight [1.6, 1.8] 

Without direct line of sight [4, 6] 

 

Outside 

Free space 2 

Urban area with diffraction [2.7, 5] 

 

Log-distance Path Loss does not take into account the 

variation of the reception power caused by environment 

effects [19]. The Log-normal Shadowing model adds a 

correction factor in dB as a random variable to take the 

variations into account. Thus the formula of the path loss 

becomes (5): 

     σX+
d

d
γ+dPL=dBdPL

0

0 log10          (5) 

where Xσ (Gaussian distribution) represents this 

corrective factor in dB with σ his standard deviation. 

Shadowing standard deviation values according to the 

environment achieved in [17] is given in Table II. 

TABLE II.  LOG-NORMAL SHADOWING STANDARD DEVIATION [17]. 
 

Environment σ (dB) 

Outside [4, 12] 

Factory with direct line of sight [3, 6] 

Factory without direct line of sight 6.8 

Building with obstacle 9,6 

Building with few obstacle 7 

C. Capture Effect 

A frame f with reception power of fP is captured when 

it is received simultaneously with n other frames, and 

fP is greater than or equal to the sum of the other 

reception power and the defined power threshold. This 

minimum power threshold in dB represents the capture 

threshold. In figure 6, a frame f and other competing 

frames 1f , 2f , 3f , 4f are received simultaneously. Let’s 

note: Pf the reception power of frame f, the competing 

frames reception power and CTx the capture threshold. 

Let’s note: Pf the reception power of frame f, 
n

=k

fkP
1

the 

competing frames reception power and CTx the capture 

threshold.  

 If CTx+PP
n

=k

fkf 
1

, the frame f will be captured 

and will represent a successful reception which will 

be correctly decoded. 
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 Otherwise, all these simultaneous receptions will be 

considered as a collision. 

 
Fig. 6. Capture effect illustration. 

Therefore, the value set for the capture threshold has 

an impact on the collision ratio. Moreover, this impact 

will be more important in the case where the network 

traffic is intense. 

III. SURVEY ON SIMULATION CONDITIONS SPECIFICATION 

This part summarizes what the specifications of the 

parameters described in section II during performance 

evaluations of MAC and Routing protocols for WSNs in 

literature are about.  

A. MAC Protocols 

In the literature, the duty cycle MAC protocols are 

classified into two main categories such as synchronous 

duty cycle MAC protocols and asynchronous duty cycle 

MAC protocols. 

The standard IEEE 802.15.4 [9] in beacon enabled  

mode is one of the main synchronous duty cycle MAC 

protocols. In this standard, all nodes are synchronized for 

their period of activity and inactivity. Protocols based on 

the same principle in which synchronization is global are: 

protocol in [20] and LO-MAC (Low Overhead MAC) 

[21]. There are also other synchronization variants in 

which the nodes synchronize locally according to a tree 

topology. Protocols like D-MAC (Data-gathering MAC) 

[22] and TreeMAC [23] are based on this mechanism. 

ID-MAC (An identity-based MAC) [24], DW-MAC 

(Demand Wakeup MAC) [25], EDS-MAC (Energy 

Efficient Dynamic Scheduling Hybrid MAC) [26] and 

iCore (An incast-collision-free data collection protocol) 

[27] are improved versions of these type of protocols. 

Asynchronous duty cycle MAC protocols do not 

require synchronization between nodes. Nodes start their 

activity and inactivity periods independently. These types 

of protocols are either initiated by the sender, the receiver 

or both (sender and receiver). The protocol B-MAC 

(Berkeley MAC) [28] is the main sender-initiated MAC 

protocol, in which when a node has a packet to send, it 

starts by sending a long preamble to allow the receiver to 

detect it and remain active to receive the packet. 

Improvements of B-MAC are proposed in X-MAC (A 

short preamble MAC) [29], BoX-MAC [30] and OSX-

MAC (On-demand synchronous X-MAC protocol) [31] 

to reduce the size of the preamble (thus reducing the 

activity period of the sender). 

TABLE III: SURVEY ON THE SPECIFICATION OF SIMULATION CONDITIONS IN DUTY CYCLE MAC PROTOCOLS USING NS2 SIMULATOR 

 
 

Unlike sender-initiated MAC protocols in which the 

sender initiates the communication, in receiver-initiated 

MAC protocols, the receiver sends a beacon when it goes 

into active mode to inform the sender about its ability of 

receive data. One of the main protocols based on this 

principle is RI-MAC. Other mechanisms for reducing the 

receiver load are proposed in ERI-MAC (An Energy-

Harvested RI-MAC) [32], RIX-MAC (Receiver-Initiated 

X-MAC) [33], OC-MAC (Opportunistic Cooperation 

MAC protocol) [34] and protocol in [35].  

Unlike the previous two, in the hybrid MAC protocols, 

either the sender or the receiver can initiate 

communication, thus ensuring a fair level of 

communication load and energy consumption. Protocol in 

[36] and SlackMAC [10], [11] are based on this principle. 

In most of the protocols cited above (as improvements 

to other protocols), comparisons are done using the NS-2 
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[37] simulator to show that the proposed protocols 

outperform existing ones. Table III shows a summary of 

the simulation conditions specification in these 

performance evaluations. Most of the time we notice that 

the simulation environment is only partially described. 

There are proposals in which the antenna information is 

not provided, although these parameters are taken into 

account to calculate the reception power as shown in 

section II. Sometimes, the topologies used to perform the 

tests are not clearly defined. The information about the 

data, which depending on the application (may can be 

low bit rate or high bit rate with a limited size) and the 

buffer size that acts on the end-to-end delay, is also not 

fully provided. It can also be seen that the capture 

threshold, which is an important parameter in collision 

management, is not specified in any of the protocols in 

the Table III. 

B. Routing Protocols 

Several routing protocols for WSNs are proposed in 

the literature. Among these protocols, simulation 

comparisons are made with existing protocols. For this 

study, we take the simulation conditions of some routing 

protocols based on a MAC duty cycle mechanism as an 

example. These types of protocols are commonly called  

opportunistic routing protocols. We mainly distinguish 

between opportunistic gradient-based and flooding-based 

routing protocols. 

In opportunistic gradient-based routing protocols, a 

metric commonly called a gradient is computed according 

to parameters such as, distance or number of hops, 

residual energy, reliability of links, etc. It is on the basis 

of this metric that data is routed hop by hop from source 

nodes (next relay is one of nodes with a lower metric) to 

the sink. Protocols like DSRSS (Dijkstra’s shortest path 

routing and sleep-wake scheduling) [39], OVAR (An 

opportunistic void avoidance routing protocol) [40], 

OAODV (Opportunistic AODV routing protocol) [41], 

EFFORT (Energy-efficient opportunistic routing 

technology) [42], literature, the duty cycle MAC 

protocols are classified into two main categories such as 

synchronous duty cycle MAC protocols and 

asynchronous duty cycle MAC protocols.  

Table IV gives a summary of the description of 

simulation conditions performed, in performance 

evaluation on NS2 [37], to show that the proposed 

protocols outperform the existing. As in the MAC 

protocols previously shown, the description of the 

simulation environment is often not fully defined and 

sometimes non-existent. 

TABLE IV: SURVEY ON THE SPECIFICATION OF SIMULATION CONDITIONS IN OPPORTUNISTIC ROUTING PROTOCOLS USING NS2 SIMULATOR 

 
Likewise, this study allowed us to realize that, in 

addition to the simulation environment (which is not 

described as it should be), there are a lot of papers in  

which  the platform used to perform the simulations is not 

mentioned anywhere. Protocols like [52]-[61], etc., are 

examples of opportunistic routing protocols in this case. 

In the following section, we perform an intensive 

simulation to show the gap in the results according to 

different sets of parameters of the simulation environment. 

IV. VERIFICATION BY SIMULATION 

In this section we have carried out intensive 

simulations to show the gap in the results according to 

simulation parameters using two MAC protocols 

(SlackMAC [10], [11] and the standard IEEE [9]) and 

two opportunistic flooding-based routing protocols (E-

ADCR [50] and CF [46]). 

We begin by describing the parameters used for the 

simulation and then the results in four different scenarios. 

A. Simulation Environment 

We performed simulations with the NS-2 [37] 

simulator. Table V describes the global parameters of the 

simulation. 

The types of topologies used are like those described in 

section II (see figures 1, 2, 3 and 4). Each topology has 

100 nodes positioned in grid or randomly on a square or 
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pseudo-linear area. We use 10 topologies per type defined 

in the figures and carry out 10 repetitions of the 

simulations. 

TABLE V: GLOBAL SPECIFICATION OF THE SIMULATION ENVIRONMENT. 
 

Parameters Values 

Total number of nodes              100 

Number of source nodes  30 

 

Topologies area 

Square: 250mx250m and 

Pseudo-linear: 

625mx100m 

Transmission range 50 m 

Radio frequency 2.4 GHz 

RXThresh (Receive threshold) -85 dBm 

CSThresh (Carrier-sense 

threshold) 

 

-92 dBm 

Capture threshold [2dB, 10dB] 

System loss (L) 1 

Antenna type Omnidirectional 

Antenna gain (Gt, Gr) 1 

Antenna height (Z) 1.5 m 

 

Propagation model: 

Log-normal Shadowing 

Path loss exponent: [2, 3] 

Standard deviation: 

[2dB, 8dB] 

Data traffic type CBR (Constant-bit rate ) 

Packet size 30 bytes 

Data generation period [5 seconds, 60 seconds] 

Buffer size 20 frames 

Number of topology per type 10 

Repetitions per topology 10 

Simulation duration 1 hour 

 

The convergecast communication is used: 30 source 

nodes randomly located in the network perform 

measurements periodically and route them hop by hop to 

the sink (located in the upper right corner of the area). In 

the evaluation of MAC protocols a gradient-based routing 

protocol is used to route packets from the source nodes to 

the sink. Nodes have an active period of 50 ms every 5 s, 

which corresponds to a duty cycle of 1%. Remember that 

the two routing protocols are based on a duty cycle MAC 

mechanism. Each point on the following curves is an 

average of the simulation of 10 times each of the 10 

topologies. The outage probability method specified in 

[62], [63] and summarized in [8] is used to determine the 

transmission power. This method provides a stability of 

the radio links ensuring 95% reception ratio between two 

nodes. Table VI gives the associated transmission power 

to be used based on the propagation model parameters 

specified in Table V (eg. shadowing Path Loss between 2 

and 3, standard deviation between 2dB and 8dB) and the 

transmission range of 50m. 

 

TABLE VI: ASSOCIATED TRANSMISSION POWER (PT) IN DBM USING 

OUTAGE PROBABILITY METHOD 
 

Path L. E.  

2.0 

 

2.5 

 

3.0 
Std. D. (dB) 

2 -1,240 7,254 15,749 

4 2,039 10,534 19,029 

6 5,319 13,814 22,309 

8 8,599 17,094 25,589 

 

The two test MAC protocols: the standard IEEE 

802.15.4 [9] and SlackMAC [11], [10]) and the two test 

routing protocols: E-ADCR [50] and CF [46]) are 

evaluated in four different scenarios. 

The objective is to evaluate the impact of different 

simulation parameters respectively. We evaluate the 

impact of shadowing path loss exponent in scenario 1, the 

impact of shadowing standard deviation in scenario 2, the 

impact of data generation period in scenario 3 and finally 

in scenario 4 the impact of the capture threshold. In each 

of these scenarios, a test with different types of 

topologies is performed. We note: SquLat to represent 

topologies in square with grid positioning and SquRnd 

for square topologies with random positioning. In the 

same way we represent pseudo-linear topologies with 

respectively in grid and at random positioning by StrLat 

and StrRnd.  

The metrics evaluated are the delivery ratio and the 

average end-to-end delay for data packets. The data 

packets delivery ratio (denoted TL) represents the ratio 

between the number of data packets received by the sink 

(denoted PR) divided by the total number of packets 

generated (denoted PG) by source nodes in the network: 

100*
PG

PR
TL  . 

The average delay (or latency) of packets delivered 

represents the average time taken for data packets to get 

from the source nodes to the sink. The main causes of 

data packet delay are: the propagation delay (very low), 

the transmission delay, the processing time and the time 

spent in the queue. Here, we compute this delay (denoted 

pid for delay of packet i) by making the difference 

between the packet reception date (denoted rD ) by the 

sink and the initial generation date of this packet 

(denoted iD ): irpi DDd  . Thereafter, the average 

end-to-end delay ( md ) for n received packets is:  

n

d

d

n

=i

pi

m


 1

)(

 

B. Simulation Results 
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1) Scenario 1: impact of shadowing path loss 

exponent 

In this scenario, the shadowing standard deviation is 

set to 4dB, the capture threshold is 5dB and the data 

generation period is 30 seconds. In each case of topology 

area (square and pseudo-linear), we vary the shadowing 

path loss exponent value between 2 and 3. 

Results of MAC protocols 

Fig. 7 and Fig. 8 respectively show data delivery ratio 

and average delay for both MAC protocols (the standard 

and SlackMAC), according to the shadowing path loss 

exponent (between 2 and 3), with a topology area in 

square and pseudo-linear, when in each case nodes are 

positioned in grid and randomly. 

 

  

Fig. 7. Data delivery ratio for both MAC protocols: the standard and 
SlackMAC, according to the shadowing path loss exponent, with the 

results for a square topology on the left and those for a pseudo-linear 

topology on the right. 

 

Fig. 8. Average data delivery delay for both MAC protocols: the 

standard and SlackMAC, according to the shadowing path loss exponent, 

with the results for a square topology on the left and those for a pseudo-
linear topology on the right. 

For the standard IEEE 802.15.4: 

- In the case of square topologies, the data delivery 

ratio balances between 54.26% and 61.58% with a 

variation of the path loss exponent from 2 to 3. However, 

there is a slight increase for a random positioning of the 

nodes (between 55.19% and 61.58%) compared to a grid 

positioning (between 54.26% and 60.1%). The same 

behavior is remarked at the average delay level, which is 

slightly lower when the nodes are random positioning 

(increases from 6.85 s to 35.3 s) compared to the grid 

positioning (increases from 7.3 s to 44.47 s) when the 

path loss exponent increases from 2 to 3. 

- In the case of pseudo-linear topologies, the delivery 

ratio decreases from 53.41% to 40.77% with a variation 

of the path loss exponent (between 2 and 3) and remains 

almost the same for both types of nodes positioning 

(random and grid). The average delay increases when the 

path loss exponent increases for both types of nodes 

positioning (from 14.94 s to 132.56 s for grid positioning 

and from 17.33 s to 129.92 s for random positioning). 

For SlackMAC: 

- In the case of square topologies, the data delivery 

ratio balances between 98.04% and 99.98% with a 

variation of the path loss exponent (between 2 and 3). 

However, there is a slight increase for a random 

positioning (between 98.73% and 99.98%) compared to a 

grid positioning of the nodes (between 98.04% and 

99.98%). The average delay also balances when the path 

loss exponent increases from 2 to 3, for both types of 

nodes positioning (between 4.81 s and 40.89 s for random 

positioning and between 5.7 s and 47.69 s for grid 

positioning).  

- In the case of pseudo-linear topologies, the delivery 

ratio decreases from 99.58% to 95.20% with a variation 

of the path loss exponent (between 2 and 3) and remains 

almost the same for both types of nodes positioning 

(random and grid). The average delay increases when the 

path loss exponent increases for both types of nodes 

positioning (from 17.33 s to 129.92 s for random 

positioning and from 14.94 s to 132.56 s for grid 

positioning). 

Results of routing protocols 

Fig. 9 and Fig. 10 respectively show data delivery ratio 

and average delay for both routing protocols (CF and E- 

ADCR), according to the shadowing path loss exponent 

(between 2 and 3), with a topology area in square and 

pseudo-linear, when in each case nodes are positioned in 

grid and randomly. 

 
Fig. 9. Data delivery ratio for both routing protocols: CF and E-ADCR, 

according to the shadowing path loss exponent, with the results for a 

square topology on the left and those for a pseudo-linear topology on 

the right. 

 
Fig. 10. Average data delivery delay for both routing protocols: CF and 
E-ADCR, according to the shadowing path loss exponent, with the 

results for a square topology on the left and those for a pseudo-linear 
topology on the right. 

For CF: 
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- In the case of square topologies, the delivery ratio 

decreases for both types of nodes positioning, with a 

slight increase for a random positioning (from 97.69% to 

80.70%) compared to a grid positioning (from 96.66% to 

78.30%) when the path loss exponent increases from 2 to 

3. The average delay slightly increases (from 2.94 s to 3.3 

s for random positioning and from 2.96 s to 3.51 s for 

grid positioning) with the path loss exponent. 

- In the case of pseudo-linear topologies, the delivery 

ratio decreases from 80.98% to 39.31% with a variation 

of the path loss exponent (between 2 and 3) and remains 

almost the same for both types of nodes positioning (grid 

and random). The average delay balances between 3.46 s 

and 4.03 s for random positioning and between 3.45 s 

and3.91 s for grid positioning, when the path loss 

exponent increase from 2 to 3. For E-ADCR: 

- In the case of square topologies, the delivery ratio 

decreases slowly when the path loss exponent increases 

unlike CF, for both types of nodes positioning (from 

99.71% to 98.40% for random positioning and from 

99.62% to 97.73% for grid positioning). As in CF 

protocol, the average delay slightly increases (from 3.23 s 

to 4.52 s for random positioning and from 3.30 s to 4.98 s 

for grid positioning) with the path loss exponent. 

- In the case of pseudo-linear topologies, the delivery 

ratio decreases when the path loss exponent increases for 

both types of nodes positioning (from 97.90% to 83.71% 

for random positioning and from 97.61% to 82.59% for 

grid positioning). The average delay also increases when 

the path loss exponent increases for both types of nodes 

positioning (from 4.62 s to 16.51 s for random 

positioning and from 4.73 s to 16.26 s for grid 

positioning). 

In this first scenario, the results show a drop in 

performance (delivery ratio decreases and average delay 

increases) according to the shadowing path loss exponent 

(between 2 and 3), for the two MAC protocols as for the 

two routing protocols regardless of node position and 

topologies area. This decrease in performance is 

explained by the fact that the nodes have fewer neighbors 

(less meshed network) when the path loss exponent 

increases. The data will travel more hops (therefore more 

possibilities of lost packets and the end-to-end delay 

becomes significant), before reaching the sink. 

2) Scenario 2: impact of the shadowing standard 

deviation 

In this second scenario, the value of the shadowing 

path loss exponent is set to 2.5, the data generation period 

is 30 seconds and the capture threshold is 5dB. In each 

case of topology area (square and pseudo-linear), we vary 

the shadowing standard deviation between 2 dB and 8 dB. 

Results of MAC protocols 

Fig. 11 and Fig. 12 respectively show data delivery 

ratio and average delay for both MAC protocols (the 

standard and SlackMAC), according to the shadowing 

standard deviation (between 2 dB and 8 dB), with a 

topology area in square and pseudo-linear, when in each 

case nodes are positioned in grid and randomly.   

 
Fig. 11. Data delivery ratio for both routing protocols: CF and E-ADCR, 

according to the shadowing standard deviation, with the results for a 

square topology on the left and those for a pseudo-linear topology on 
the right. 

 
Fig. 12. Average data delivery delay for both MAC protocols: the 
standard and SlackMAC, according to the shadowing standard deviation, 

with the results for a square topology on the left and those for a pseudo-

linear topology on the right 

For the standard IEEE 802.15.4: 

- In the case of square topologies, the delivery ratio 

increases for both types of nodes positioning (from 

55.26% to 65.29% for a random positioning of the nodes 

and from 51.03% to 65.58% for a grid positioning) with 

the shadowing standard deviation (between 2 dB and 8 

dB). The average delay decreases for both types of nodes 

positioning (from 37.46 s to 6.65 s for a random 

positioning of the nodes and from 43.40 s to 6.95 s for a 

grid positioning) when the shadowing standard deviation 

increases from 2 dB to 8 dB. 

- In the case of pseudo-linear topologies, as in square 

topology, the delivery ratio increases, from 55.44% to 

64.80% for a random positioning of the nodes and from 

39.96% to 64.70% for a grid positioning with the 

shadowing standard deviation (between 2 dB and 8 dB). 

The average delay decreases from 35.97 s to 6.58 s for a 

random positioning of the nodes and from 138.33 s to 

11.78 s for a grid positioning, when the shadowing 

standard deviation increases from 2 dB to 8 dB. 

For SlackMAC: 

- In the case of square topologies, the delivery ratio 

slightly increases for both types of nodes positioning 

(from 99.64% to 99.98% for a random positioning of the 

nodes and from 99.53% to 99.98% for a grid positioning) 

with the shadowing standard deviation (between 2 dB and 

8 dB). The average delay decreases for both types of 

nodes positioning (from 19.72 s to 6.55 s for a random 

positioning of the nodes and from 24.44 s to 7.83 s for a 

grid positioning) when the shadowing standard deviation 

increases from 2 dB to 8 dB. 

- In the case of pseudo-linear topologies, the delivery 

ratio increases (from 97.65% to 99.56% for a random 
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positioning of the nodes and from 97.83% to 99.70% for 

a grid positioning) with the shadowing standard deviation 

(between 2 dB and 8 dB). The average delay decreases 

from 68.91 s to 24.27 s for a random positioning of the 

nodes and balances between 20.62 s and 54.17 s for a grid 

positioning, when the shadowing standard deviation 

increases from 2 dB to 8 dB. 

Results of routing protocols 

Fig. 13 and Fig. 14 respectively show data delivery 

ratio and average delay for both routing protocols (CF 

and E-ADCR), according to the shadowing standard 

deviation (between 2 dB and 8 dB), with a topology area 

in square and pseudo-linear, when in each case nodes are 

positioned in grid and randomly. 

 
Fig. 13. Data delivery ratio for both routing protocols: CF and E-ADCR, 
according to the shadowing standard deviation, with the results for a 

square topology on the left and those for a pseudo-linear topology on 
the right. 

 
Fig. 14. Average data delivery delay for both routing protocols: CF and 

E-ADCR, according to the shadowing standard deviation, with the 
results for a square topology on the left and those for a pseudo-linear 

topology on the right. 

For CF: 

- In the case of square topologies, the delivery ratio 

increases for both types of nodes positioning (from 

83.01% to 96.26% for a random positioning of the nodes 

and from 76.06% to 95.18% for a grid positioning) with 

the shadowing standard deviation (between 2 dB and 8 

dB). The average delay slightly decreases for both types 

of nodes positioning (from 3.35 s to 2.98 s for a random 

positioning of the nodes and from 3.63 s to 3.02 s for a 

grid positioning) when the shadowing standard deviation 

increases from 2 dB to 8 dB. 

-In the case of pseudo-linear topologies, as in square 

topology the delivery ratio increases (from 35.48% to 

83.60% for a random positioning of the nodes and from 

36.05% to 83.18% for a grid positioning) with the 

shadowing standard deviation (between 2 dB and 8 dB). 

The average delay balances for both types of nodes 

positioning between 3.25 s and 4.03 s for a random 

positioning of the nodes and between 3.25 s and 3.90 s 

for a grid positioning, when the shadowing standard 

deviation increases from 2 dB to 8 dB. 

For E-ADCR: 

- In the case of square topologies, the delivery ratio 

increases for both types of nodes positioning (from 

97.07% to 99.85% for a random positioning of the nodes 

and from 95.82% to 99.83% for a grid positioning) with 

the shadowing standard deviation (between 2 dB and 8 

dB). The average delay decreases for both types of nodes 

positioning (from 4.84 s to 3.36 s for a random 

positioning of the nodes and from 5.58 s to 3.42 s for a 

grid positioning) when the shadowing standard deviation 

increases from 2 dB to 8 dB.  

- In the case of pseudo-linear topologies, unlike in 

square topology, there is an important increase for the 

delivery ratio and also an important decrease for the 

average delay. The delivery ratio increases, from 74.38% 

to 99.39% for a random positioning of the nodes and 

from 74.49% to 99.31% for a grid positioning with the 

shadowing standard deviation (between 2 dB and 8 dB). 

The average delay decreases from 22.11 s to 4.29 s for a 

random positioning of the nodes and from 22.06 s to 4.34 

s for a grid positioning, when the shadowing standard 

deviation increases from 2 dB to 8 dB. 

In this second scenario, we observe an increase in 

performance (delivery ratio increase and decrease in 

average delay) with the shadowing standard deviation for 

all protocols. It is very low for SlackMAC and E-ADCR, 

and a little more substantial for the standard and CF. For 

the standard and CF, this performance increase starts 

lower for grid positioning than for random positioning. 

Moreover, for both MAC and routing protocols, the 

increase in performance remains slightly higher when the 

zone is square compared to the pseudo-linear zone. 

Unlike the previous scenario where the increase of the 

path loss exponent reduced the number of links (nodes in 

range), when the value of the standard deviation increases, 

fugitive links are created between nodes, making the 

network more meshed. This reduces the number of hops 

for the data to reach the sink and improves performance. 

3) Scenario 3: Impact of the data generation period 

In this scenario, the value of the shadowing path loss 

exponent is set to 2.5, the shadowing standard deviation 

is 4dB and the capture threshold is 5dB. In each case of 

topology area (square and pseudo-linear), we vary the 

data generation period between 5 seconds and 60 seconds. 

Results of MAC protocols 

Fig. 15 and Fig. 16 respectively show data delivery 

ratio and average delay for both MAC protocols (the 

standard and SlackMAC), according to the data 

generation period (between 5 s and 60 s), with a topology 

area in square and pseudo-linear, when in each case 

nodes are positioned in grid and randomly. 

For the standard IEEE 802.15.4: 

- In the case of square topologies, the delivery ratio in- 

creases for both types of nodes positioning (from 21.24% 

to 60.49% for a random positioning of the nodes and 
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from 19.82% to 60.25% for a grid positioning) with the 

data generation period (between 5 s and 60 s). The 

average delay hugely decreases for both types of nodes 

positioning (from 151.25 s to 9.27 s for a random 

positioning of the nodes and from 153.98 s to 10.21 s for 

a grid positioning) when the data generation period 

increases from 5 s to 60 s. 

 
Fig. 15. Data delivery ratio for both MAC protocols: the standard and 
SlackMAC, according to the data generation period, with the results for 

a square topology on the left and those for a pseudo-linear topology on 

the right. 

 
Fig. 16. Average data delivery delay for both MAC protocols: the 
standard and SlackMAC, according to the data generation period, with 

the results for a square topology on the left and those for a pseudo-linear 

topology on the right. 

- In the case of pseudo-linear topologies, as in square 

topology, the delivery ratio increases (from 21.64% to 

60.60% for a random positioning of the nodes and from 

17.42% to 63.55% for a grid positioning) with the data 

generation period (between 5 s and 60 s). The average 

delay hugely decreases from 150.51 s to 9.27 s for a 

random positioning of the nodes and from 153.86 s to 

26.84 s for a grid positioning, when the data generation 

period increases from 5 s to 60 s. 

For SlackMAC: 

- In the case of square topologies, the delivery ratio in- 

creases for both types of nodes positioning (from 89.33% 

to 99.93% for a random positioning of the nodes and 

from 85.35% to 99.91% for a grid positioning) with the 

data generation period (between 5 s and 60 s). The 

average delay decreases for both types of nodes 

positioning (from 39.90 s to 11.77 s for a random 

positioning of the nodes and from 51.81 s to 13.87 s for a 

grid positioning) when the data generation period 

increases from 5 s to 60 s. 

- In the case of pseudo-linear topologies, the delivery 

ratio increases (from 61.88% to 98.85% for a random 

positioning of the nodes and from 65.64% to 98.66% for 

a grid positioning) with the data generation period 

(between 5 s and 60 s). The average delay decreases from 

191.23 s to 32.27 s for a random positioning of the nodes 

and from 166.98 s to 25.95 s for a grid positioning, when 

the data generation period increases from 5 s to 60 s. 

Results of routing protocols 

Fig. 17 and Fig. 18 respectively show data delivery 

ratio and average delay for both routing protocols (CF 

and E-ADCR), according to the data generation period 

(between 5 s and 60 s), with a topology area in square and 

pseudo-linear, when in each case nodes are positioned in 

grid and randomly. 

For CF: 

- In the case of square topologies, the delivery ratio in- 

creases for both types of nodes positioning (from 90.05% 

to 92.88% for a random positioning of the nodes and 

from 85.78% to 89.98% for a grid positioning) with the 

data generation period (between 5 s and 60 s). The 

average delay very slightly increases for both types of 

nodes positioning (from 2.99 s to 3.07 s for a random 

positioning of the nodes and from 3.04 s to 3.17 s for a 

grid positioning) with the data generation period 

(between 5 s and 60 s). 

 
Fig. 17. Data delivery ratio for both routing protocols: CF and E-ADCR, 
according to the data generation period, with the results for a square 

topology on the left and those for a pseudo-linear topology on the right. 

 
Fig. 18. Average data delivery delay for both routing protocols: CF and 

E-ADCR, according to the data generation period, with the results for a 

square topology on the left and those for a pseudo-linear topology on 
the right. 

- In the case of pseudo-linear topologies, as in square 

topology, the delivery ratio increases (from 51.79% to 

58.44% for a random positioning of the nodes and from 

52.29% to 57.81% for a grid positioning) with the data 

generation period (between 5 s and 60 s). The average 

delay very slightly increases (from 3.59 s to 4.06 s for a 

random positioning of the nodes and from 3.57 s to 3.92 s 

for a grid positioning) with the data generation period 

(between 5 s and 60 s). 

For E-ADCR: 

- In the case of square topologies, the delivery ratio 

increases for both types of nodes positioning (from 

95.54% to 99.79% for a random positioning of the nodes 
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and from 94.74% to 99.72% for a grid positioning) with 

the data generation period (between 5 s and 60 s). The 

average delay very slightly increases (from 3.28 s to 3.77 

s for a random positioning of the nodes and from 3.38 s to 

3.97 s for a grid positioning) with the data generation 

period (between 5 s and 60 s). 

- In the case of pseudo-linear topologies, as in square 

topology, the delivery ratio increases (from 77.28% to 

95.52% for a random positioning of the nodes and from 

76.63% to 94.96% for a grid positioning) with the data 

generation period (between 5 s and 60 s). The average 

delay increases (from 6.11 s to 8.97 s for a random 

positioning of the nodes and from 6.18 s to 9.29 s for a 

grid positioning) with the data generation period 

(between 5 s and 60 s).  

The results of this scenario show that, there is an 

increase in performance for all protocols when the data 

generation period increases. This is explained by the fact 

that, the network load becomes larger for the low data 

generation periods and the low duty cycle (1%) does not 

allow sufficient activity time to route all traffic to the sink. 

As in scenario 2, for the standard and CF, the 

performance increase starts lower for grid positioning 

than for random positioning and for both MAC and 

routing protocols, the increase in performance remains 

slightly higher when the zone is square compared to the 

pseudo-linear zone. 

4) Scenario 4: impact of the capture threshold 

In this last scenario, the value of the shadowing path 

loss exponent is set to 2.5, the shadowing standard 

deviation is 4dB and the data generation period is 30 

seconds. In each case of topology area (square and 

pseudo-linear), we vary the capture threshold between 2 

dB and 10 dB. 

Results of MAC protocols 

 
Fig. 19. Data delivery ratio for both MAC protocols: the standard and 

SlackMAC, according to the capture threshold, with the results for a 
square topology on the left and those for a pseudo-linear topology on 

the right. 

 

Fig. 20. Average data delivery delay for both MAC protocols: the 

standard and SlackMAC, according to the capture threshold, with the 
results for a square topology on the left and those for a pseudo-linear 

topology on the right. 

Fig. 19 and Fig. 20 respectively show data delivery 

ratio and average delay for both MAC protocols (the 

standard and SlackMAC), according to the capture 

threshold (between 2 dB and 10 dB), with a topology area 

in square and pseudo-linear, when in each case nodes are 

positioned in grid and randomly. 

For the standard IEEE 802.15.4: 

- In the case of square topologies, the delivery ratio 

decreases for both types of nodes positioning (from 

61.97% to 47.18% for a random positioning of the nodes 

and from 60.67% to 45.94% for a grid positioning) when 

the capture threshold increases from 2 dB to 10 dB. The 

average delay slightly increases from 7.81 s to 8.86 s for 

a random positioning of the nodes and remains around 9 s 

for a grid positioning, when the capture threshold 

increases from 2 dB to 10 dB. 

- In the case of pseudo-linear topologies, as in square 

topology, the delivery ratio decreases from 50.94% to 

43.38% for a random positioning of the nodes and from 

51.04% to 43.36% for a grid positioning when the capture 

threshold increases from 2 dB to 10 dB. The average 

delay decreases from 38.48 s to 30.84 s for a random 

positioning of the nodes and from 33.39 s to 27.59 s for a 

grid positioning, when the capture threshold increases 

from 2 dB to 10 dB. 

For SlackMAC: 

- In the case of square topologies, the delivery ratio 

remains around 99.95% for a random positioning of the 

nodes and around 99.92% for a grid positioning) when 

the capture threshold increases from 2 dB to 10 dB. The 

average delay slightly decreases from 9.91 s to 9.11 s for 

a random positioning of the nodes and from 11.70 s to 

11.22 s for a grid positioning, when the capture threshold 

increases from 2 dB to 10 dB. 

- In the case of pseudo-linear topologies, the delivery 

ratio remains around 99% for a random positioning of the 

nodes and around 98.80% for a grid positioning when the 

capture threshold increases from 2 dB to 10 dB. The 

average delay remains around 28 s for a random 

positioning of the nodes and around 24 s for a grid 

positioning, when the capture threshold increases from 2 

dB to 10 dB. 

Results of routing protocols 

 
Fig. 21. Data delivery ratio for both routing protocols: CF and E-ADCR, 
according to the capture threshold, with the results for a square topology 

on the left and those for a pseudo-linear topology on the right. 

Fig. 21 and Fig. 22 respectively show data delivery 

ratio and average delay for both routing protocols (CF 

and E-ADCR), according to the capture threshold 

(between 2 dB and 10 dB), with a topology area in square 
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and pseudo-linear, when in each case nodes are 

positioned in grid and randomly. 

 

Fig. 22. Average data delivery delay for both routing protocols: CF and 

E-ADCR, according to the capture threshold, with the results for a 

square topology on the left and those for a pseudo-linear topology on 

the right. 

For CF: 

- In the case of square topologies, the delivery ratio 

decreases very slightly for both types of nodes 

positioning (from 92.97% to 92.77% for a random 

positioning of the nodes and from 90.11% to 89.96% for 

a grid positioning) when the capture threshold increases 

from 2 dB to 10 dB. The average delay remains around 3 

s for a random positioning of the nodes and around 3.15 s 

for a grid positioning, when the capture threshold 

increases from 2 dB to 10 dB. 

- In the case of pseudo-linear topologies, as in square 

topology, the delivery ratio decreases very slightly for 

both types of nodes positioning (from 58.01% to 57.90% 

for a random positioning of the nodes and from 57.46% 

to 57.27% for a grid positioning) when the capture 

threshold increases from 2 dB to 10 dB. The average 

delay remains around 4 s for a random positioning of the 

nodes and around 3.9 s for a grid positioning, when the 

capture threshold increases from 2 dB to 10 dB. 

For E-ADCR: 

- In the case of square topologies, the delivery ratio 

decreases very slightly from 99.49% to 99.13% for a 

random positioning of the nodes and decreases from 

99.32% to 98.87% for a grid positioning, when the 

capture threshold increases from 2 dB to 10 dB. The 

average delay remains around 3.6 s for a random 

positioning of the nodes and around 3.8 s for a grid 

positioning, when the capture threshold increases from 2 

dB to 10 dB. 

- In the case of pseudo-linear topologies, the delivery 

ratio decreases from 92.75% to 91.51% for a random 

positioning of the nodes and decreases from 92.13% to 

90.90% for a grid positioning, when the capture threshold 

increases from 2 dB to 10 dB. The average delay 

increases very slightly from 8.37 s to 8.51 s for a random 

positioning of the nodes and from 8.59 s to 8.73 s for a 

grid positioning, when the capture threshold increases 

from 2 dB to 10 dB. 

The results of this last scenario show a slight variation 

of the average delay according to the capture threshold 

for all protocols. The delivery ratio varies very slightly 

for SlackMAC and CF, but decreases with a difference of 

about 14.80 for the standard and 1.25 for E-ADCR when 

the capture threshold increases. For the standard, since 

the nodes are synchronized, the number of nodes 

competing during the activity period is important. Thus, 

the high collision rate produced for a high capture 

threshold, explains the best performance in terms of 

delivery ratio when the capture threshold is low. The drop 

in performance in terms of the delivery ratio is almost 

15% when the capture threshold increases from 2dB to 

10dB. However, this parameter is almost never specified 

in the protocols of the literature for WSNs, performing 

performance tests by simulation on NS-2. 

V. CONCLUSIONS 

In this work, we made an analytical study on what is 

really the simulation results of proposed protocols for 

WSNs that outperform those of the existing. We started 

by showing the role of the main simulation parameters, 

then made a state of the art about the description of these 

parameters when protocols are proposed. Thereafter, we 

used two MAC protocols and two routing protocols 

(which we intuitively know that one in both cases 

outperforms the other unambiguously) to perform 

intensive simulations. We performed four scenarios in 

which we evaluated the impact of the parameters (eg. the 

shadowing PathLoss and standard deviation, the data 

generation period and the capture threshold). In each 

scenario, we used two topology areas (square and pseudo-

linear) with two different positioning of the nodes 

(random and grid). The results show a significant 

difference in performance based on a simple set of 

parameters. For example, for the two tests routing 

protocols in the case of a square topology with grid 

positioning and set the value of the shadowing pathLoss 

to 3, the standard deviation to 4 dB, the capture threshold 

to 5 dBm and the data generation period to 30 seconds. It 

can be concluded that, the results of E-ADCR (data 

delivery ratio is 97.73% and the average delay is 4.98 

seconds) ”outperfoms” those of CF (the data delivery 

ratio is 78.30% and the average delay is 3.51 seconds). 

However, in the case of square topology with a random 

positioning, and a set of value of the shadowing pathLoss 

of 2, a standard deviation of 4 dB, a capture threshold of 

5 dBm and a data generation period of 30 seconds. This 

expression ”outperforms” is not adapted to qualify the 

results of E-ADCR (the data delivery ratio is 99.71% and 

the average delay is 3.21 seconds) compared to those of 

CF (the data delivery ratio is 97.69% and the average 

delay is 2.94 seconds). However, the literature study 

shows that very often in the works comparing proposed 

protocols to those of the existing: 

 Simulation environment is partially described or 

sometimes non-existent 

 The difference between the performances is not 

necessarily important compared to what we showed in 

this study. 

These remarkable differences in performance when 

simulation conditions change, confirm that: it is very 
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important to clearly define the simulation environment 

when two protocols are compared, and specify the field 

of application justifying the choice of retained values. 

This will contribute to reproducible results and 

comparisons with other protocols easier and more 

accurate. Thereby, it would be more suitable to conclude 

with “for the simulation set precisely defined in part xx of 

this contribution...” instead of with “our proposed 

protocol outperforms...”. 
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