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Abstract — There exists a variety of network simulators, used to imitate the protocols, nodes, and connections in data networks. They differ in their design, goals, and characteristics. Thus, comparing simulators requires a clear and standardized methodology. In this paper, based on a set of measurable and comparable criteria, we propose an approach to evaluate them. We validate the suggested approach with two network simulators, namely Packet Tracer and GNS3. In that regard, a test scenario is put forward on the two simulators, both in Linux and Windows environments, and their performance is monitored based on the suggested approach. This paper does not propose a method for selecting the best simulator, but it rather supplies the researchers with an evaluation tool, that can be used to describe, compare, and select the most suitable network simulators for a given scenario.
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I. INTRODUCTION

Network simulation is one of the most powerful and predominant evaluation methodologies in the area of computer networks. It is widely used for the development of new communication architectures and network protocols, as well as for verifying, managing, and predicting their behavior. Network simulators have grown in maturity since they first appeared and they have become an essential tool of the research domain, for both wired [1] and wireless networks [2].

Simulators are easy to control, they save efforts in terms of time and cost, and allow easily repeating of the same experiment with input changes. However, they are only approximate models of the desired setting. Although the simulator is capable of simulating the whole network model, it is not possible to cover all of its aspects with the same level of details. Instead, the simulator focuses on one or two of the following aspects [3]: algorithms, application protocols, network protocols, and hardware. Then, the simulator fills the gaps in the other aspects using assumptions [4]. Hence, more studies are needed to establish guidelines that support researchers in the tasks of selecting and customizing a simulator to suit their preferences and needs.

One of the main motivation of this paper is to address this lack of guidelines. We propose a simple approach, based on a set of criteria to cover aspects related to the simulation process, as well as aspects related to the evaluation of the network simulator. Our criteria include ten items that can be applied to different network simulators in order to obtain a measurable and comparable assessment.

We do not pretend that our approach is a methodology that identifies the best network simulator, as there are wide varieties of possible network scenarios that demand different requirements and have a significant effect on the simulator performance. In consequence, the choice of the simulator is a scenario-dependent problem. Wherefore, this paper demonstrates how the suitability of simulators can be validated for particular needs, following a methodological approach comprised of simple steps and based on a set of criteria.

To illustrate the applicability of our proposed approach, we evaluate two network simulators, namely Packet Tracer and Graphical Network Simulator 3, widely known as GNS3.

Packet Tracer is a simulation tool for both wired and wireless networks. Moreover, it can be used to build complex topologies that simultaneously run different protocols, thus, it is a powerful tool to implement complex and inter-protocols scenarios that includes sophisticated topologies [5]. Packet Tracer allows the simulation of Cisco’s IOS with a high degree of accuracy. It also allows simulating other information systems, such as servers and terminals, as well as some concepts of Internet of Things (IoT), but with a high level of abstractions. The simulator has an attractive customizable graphical user interface (GUI) and allows contribution for multi-users activities [6].

GNS3 is a network emulator that is used to run different network operating systems that were developed to run on a specific hardware. The emulator provides a hardware-independent interface for the operating systems to run as virtual machines on the same host. Thus, performance is a major topic [7]. The emulator has a built-in GUI and can easily inter-operate with other well-known network software such as Wireshark and virtual box, making benefits of their capabilities. GNS3 was suggested for both pedagogical [8] and research [9] purposes.
Even though, both simulators can be considered for research activities, there is a lack of systematic and comprehensive studies that highlight their capabilities. Hence, we demonstrate that if they are properly evaluated, they can become available options for researchers to pursue in their studies.

In summary, the contribution of this work is twofold:
1) Propose a methodological approach and a set of criteria to evaluate network simulators; and
2) Evaluate Packet Tracer and GNS3 features, performance, advantages, and disadvantages based on the criteria previously proposed, to show their suitability for researchers in network domains.

The remainder of this paper is organized as follows. In Section II, we survey recent works focused on proposing criteria or methodologies to evaluate network simulators and studies that have evaluated the two simulators. Our proposed approach is described in Section III. How the methodology works, is illustrated in Section IV by evaluating Packet Tracer and GNS3. We draw some recommendations based on the results. Finally, Section V highlights conclusions and perspectives.

II. RELATED WORK

In this section, first, we survey studies focused on proposing methods and criteria to evaluate network simulators and then we describe works that have evaluated Packet Tracer and GNS3. We highlight their limitations and differences compared with our proposal.

A. Network Simulators Evaluation

The Virtual InterNetwork Testbed (VINT) Project [10] intended to develop methods and tools to address the scale and heterogeneity of the Internet protocols. One important result of the work was adding definitions related to the simulation issues, including the type and the nature of simulators, in addition to highlighting different interactions of the simulated protocols. In [11], there was another attempt to address the issues that concern the simulators developers concluded that there are four of them, namely the type of problem, the level of abstraction, the extensibility, and the diagnosis of existing codes. Later, a detailed and comprehensive study recognized modeling as a foundation stone in the choices of simulators [12].

In [13], nine evaluation criteria are proposed to evaluate wireless sensor networks. Some of them have been incorporated in our set of criteria. Some other works propose the evaluation of simulators in terms of computational run time, memory usage, and scalability [3], [14]-[17].

Even though these works propose some aspects that should be taken into account to evaluate simulators, none of them propose a coherent and complete method to do the evaluation, neither evaluate Packet Tracer and GNS3, as we do.

B. Packet Tracer and GNS3 Evaluation

A variety of studies has evaluated one or more different aspects of Packet Tracer and GNS3. Authors in [18] used Packet Tracer and GNS3 to study the traffic in networks that support both IPv4 and IPv6, either using the dual stack technique or the tunneling. As a result, the article concludes that Packet Tracer is “easy to use”, but it does not simulate all services and functions like tunneling.

In [19], a comparison between Packet Tracer and GNS3 is presented in an academic context. Both simulators are evaluated as learning tools in computer network courses. After the experiments, the authors conclude that GNS3 is capable to run Cisco IOS and to create more realistic topologies when compared to Packet Trace. Another use for GNS3 as an educational tool and pedagogical comparison with Packet Tracer can be found in [20]. A comparison study mentioned 12 comparative items between GNS3 and Packet Tracer [21]. The items are: the GUI design, the memory requirement, the hardware models supported, the protocol supported, the commands supported, the computer systems supported, the ability to analyze traffic, the ability to exchange the topology, the types of connection supported, the certifications that use the simulators, the license, and the support for the instructor.

Other works focus on the evaluation of Packet Tracer in different contexts. In [22], the problem of support for tunneling in Packet Tracer was addressed. In their study, GRE tunnels were properly simulated in addition to many IPsec features. This is a good example of the problem of lack of comprehensive studies. In fact, the tunneling feature was supported since the version 5.3, which was released in 2010. In [23], a detailed study of the dynamic routing used Packet Tracer as a simulator. Four routing protocols were evaluated, they are Routing Information Protocol (RIP) (version 1 and 2), Open Shortest Path First (OSPF), and Enhanced Interior Gateway Routing Protocol (EIGRP). The article does not highlight on the simulator itself, thus, the simulation results were presented and discussed based on only the technical side of the network. A similar study that covers only RIPv2 and EIGRP can also be found in [24]. In [25], the effectiveness of Packet Tracer as a learning tool to teach routing protocols is demonstrated.

In [26], a performance study is presented based on a scenario implemented using Packet Tracer. The scenario covers both IPv4 and IPv6 networks. The study focuses on the delay, routing traffic and convergence when OSPF and EIGRP are used. In the end, the authors concluded that Packet Tracer is a useful tool for routing studies, especially to select a routing protocol and to design the optimal routing topology based on that.

A comprehensive study of the Link Layer technologies and protocols can be found in [27]. Trunk ports, static Virtual Local Area Networks (VLANs), Dynamic VLANs, Inter-Switch Link (ISL), and IEEE 802.1Q were
tested and verified. In addition to that, the authors implement a scenario using both OSPF as a routing protocol, Dynamic Host Configuration Protocol (DHCP) as a client/service protocol, and access lists as a security application. Packet Tracer was able to simulate the network and trace the packets when different-layers protocols were simultaneously used.

In [28], the use of the Packet Tracer as an assessment tool is discussed. The application has an advantage that it allows the user to stop the simulation at a given moment and check all the messages exchanged among different network nodes. The author concludes that although the simulator was not primarily designed as an assessment and measurement tool, it can be used to aid certain educational purpose. The use of the Packet Tracer as an assessment tool is related to the nature of the study, while it does not appear to be used in performance studies, such a tool can add a benefit in the studies of the routing protocols.

GNS3 have been the focus of many other works. In [29], it was proposed as a simulation tool for pedagogical purposes. That article provides a brief summary of its advantages and disadvantages. Authors explain that the principal requirement of the simulator is the high resources needed by the external operating system to make devices to work. The reason behind that is the nature of the emulation process allowed by GNS3. In [30], a solution for the resource consumption problem is provided.

In [31], GNS3 is used to provide a simulation environment of the migration technologies from IPv4 to IPv6. The study includes three types of technologies: dual stack, tunneling, and translation. GNS3 was able to simulate the scenario suggested for each technology. The authors mentioned that GNS3 was used only for the simulation and they used another application for analyzing. In [32], GNS3 was preferred as the simulator to evaluate the performance of IPv4 and IPv6 in terms of three routing protocols (i.e., RIP, EIGRP, and OSPF), due to its capacity of modeling real word scenarios.

GNS3 was used in [33] as a simulation tool for MultiProtocol Label Switching (MPLS) technology. Authors made use of its ability of emulation to create different types of traffic managed with MPLS. Other uses for the simulators are in the security domain. In [34], the simulator works as a simulation testbed for several of IPv6 attack scenarios, GNS3 emulates different IOS for Cisco routers in the proposed scenarios. GNS3 is used to simulate an SQL-insertion cyber-attack in [35].

Although all these works cover many aspects of Packet Tracer and GNS3, they mainly address the aspects from the comparison point of view, without considering the simulators own capabilities or their maximum limits. In addition, most of these studies do not include items for the performance and memory requirements of the simulators. Finally, all these works insist on providing results rather than developing a coherent methodology, that, in turn, make them intended for students and teachers more than researchers.

In this paper, we provide a systematic approach to describe a generic network simulator, considering a set of criteria that include both a characterization of the simulator properties and a way to measure its performance.

### III. Evaluation Approach and Criteria

In this section, we explain how we address the problem of evaluating network simulators. First, we describe the proposed evaluation approach, then, we provide, in detail, a list of ten criteria to be used as measurements for the evaluation.

#### A. Evaluation Approach

As far as we know, there is no fixed approach or methodology to evaluate network simulators. As long as the developing of simulators continues, any methodology will remain subject to modernization and modification [36]. Thus, we do not pretend to establish a methodology, instead, we propose a single approach based on few steps and a set of criteria to demonstrate how the suitability of simulators can be validated for particular needs. The primary objective of this approach is to evaluate qualitative aspects, as well as to obtain measurable and comparable values after applying the approach to a network simulator to describe its behavior, capacity, and performance.

Hence, to evaluate simulators, we propose the following steps:

1) Establish a set of criteria. The evaluation of the simulator requires clear and accurate criteria to assess the different aspects of the simulator. Qualitative criteria can be described by words or numbers, while quantitative criteria need to be measured. Moreover, there can exist composite parameters, that are composed of multiple sub-parameters. In the next section, we provide precise and specific definitions of ten parameters that describe and evaluate simulators from different qualitative and quantitative aspects.

2) Establish the experiment setup. It is worthy to install the selected simulator(s) on different systems (e.g., Windows, Linux, MacOS) under the same architecture. The way that operating systems manage system resources and the produced overhead have an important impact on the behavior of applications.

3) Evaluate the qualitative criteria of the simulator(s). Revise the available documentation of simulator(s) and elaborate a table highlighting their characteristics.

4) Design a test scenario to evaluate the measurable criteria. Decide the network elements that will be simulated according to the protocols that are intended to evaluate. Define the number and type of experiments, as well as the time of the simulation, taking into account the criteria to be evaluated.
5) Evaluate the measurable criteria of the simulator(s) by executing the designed experiments. Elaborate tables and graphics to show the results in order to facilitate the analysis and comparison (if there is a case).

6) Elaborate a discussion by analyzing the results. These steps can be applied to evaluate a single simulator or to compare several of them.

B. Criteria

The following parameters can be used to evaluate the simulator, a detailed and precise definition is provided for each of them.

1) **Nature of the simulator:** The simulation consists of a number of models that are executed to interact with each other. The nature of the simulation is an assessment of how the simulation is performed. Precisely, the use of the word *simulation* means that the entire process is programmed. It means that only the software aspect is involved in the simulation. However, if the word *emulation* is used, hardware is also involved in the simulation process [37].

2) **Type of simulator:** It is a characterization of the philosophy underlying the simulator’s behavior. Network simulators are based on two philosophies: it is either a discrete-event simulator or a trace-driven one. In the first, an initial set of events is generated, representing the initial conditions. Those conditions, in turn, generate another set of events and so on. The process continues like that, until the end of the simulation. In the trace-driven simulation, all events to be simulated are added to the simulator in the form of inputs. Thus, it can simulate it and trace the outputs [38].

3) **License:** This criterion represents an evaluation of the capability to use the simulator from a legal aspect. Simulators can be private property or they can be developed under a free or public agreement.

4) **User interface:** It is an evaluation of how can a user interact with the simulator. This criterion includes two aspects:
   - **Graphical User Interface (GUI):** an evaluation of the support for the graphic interface. Is it an integral part of the simulator? What is the level of details it can show?
   - **Supported programming languages:** Can users interact with the simulator by programming scripts? Can users develop a piece of software to interact with the simulator?

5) **Supported platforms:** It is the characterization of the usability of the simulator source code on different platforms and operating systems [39].

6) **Heterogeneity:** It is an evaluation of the ability to simulate heterogeneous systems where different types of nodes can exist in the same scenario [40].

7) **Modeling:** It represents an evaluation of the ability to modify existing models in the simulator or to implement and test new ones.

8) **Level of details:** It consists on evaluating the level of aspects that are being simulated. Those aspects, sorted in descending order, are abstract algorithms, high-level protocols, low-level protocols, and hardware. The lower the level, the less the assumptions and the more the constraints [13].

9) **Supported technology and protocols:** In order to evaluate the support provided for the protocols, TCP/IP model is used [41]. It is a 4-layer stack model that classifies the network protocols, features and services according to the function. Starting from the top, these layers are application, transport, Internet, and link layers. We have excluded the routing protocols from this stack and combined them into a single item. The reason behind this is the distribution of the routing protocols in the layers of the model, this does not serve the primary purpose of this item, namely the assessment of support to the protocols.

10) **Performance:** The main purpose of the study of performance is to provide a general idea of the effectiveness of the simulator in terms of implementation time and the consumption of available resources. However, the proposed approach includes three factors for the performance study:
   - **CPU Utilization:** it is a measure of the application performance [42], which consists in the percentage of time spent performing the simulation process of the total processing time [43], i.e., the percentage of the processor cycles that are consumed by the simulation.
   - **Execution time:** it is the time needed to complete a simulated scenario; measured in seconds.
   - **Memory usage:** it is the amount of memory used by the application, measured in bytes.

In the next section, we apply the approach to evaluate Packet Tracer and GNS3.

IV. APPLYING THE APPROACH

This section is dedicated to the practical aspect, in which we apply the proposed approach to evaluate Packet Tracer and GNS3. In the following, we describe how the proposed steps and set of evaluation criteria are considered to evaluate both simulators. At the end, we discuss about the suitability of our proposed approach.

A. Step 1: Establish a set of Criteria

Following the proposed approach leads to a 10-items description for the simulator. The considered set of evaluation criteria is the one presented in Section III-B.
B. Step 2: Establish the Experiment Setup

In order to apply the proposed criteria, we installed both simulators on two different systems, namely Linux Ubuntu 16.04 LTS and Microsoft Windows 10 version 10.0.14393. They were installed on the same computer with the following characteristics: Intel(R) Core(TM) i7-7500U CPU @ 2.70GHz with 16 GB for the RAM, 915 GB of the hard disk is allocated for Linux while 909 GB is allocated for Windows.

C. Step 3: Design the Test Scenario

After the installation, nine of the evaluation criteria can be pointed out, according to the documentation and general knowledge about Packet Tracer and GNS3. Only the performance criterion requires special scenario preparation. Table I shows the result of this step.

Some of the information presented in Table I was directly obtained from the official website of both simulators, such as supported platforms. Others, like the supported technologies and protocols, required running the simulators to test and verify whether the support exists.

D. Step 4: Evaluate the Qualitative Criteria

We designed a scenario involving several experiments, in which we used the Spanning Tree Protocol (STP) to measure performance determinants. Originally, the STP is used in a layer 2 switched environment to create a loop-free path to data traffic. By default, the protocol convergence time is between 20 to 55 seconds. Several factors can affect the exact value, including the network complexity and the timers values. To consider that, we established the duration of each experiment in 60 seconds, while the convergence time is the time needed for the protocol to converge. All the following was implemented on both early-mentioned Linux and Windows systems.

![Fig. 1. The different topologies used in the suggested scenario, (a) a Basic component topology, (b) Two basic components topology, (c) Four basic components topology.](image)

The scenario is built in a way that reflects the CPU utilization and memory usage. To achieve that, we adopted a meshed topology, whose size is increasing exponentially every time we are repeating the test. The basic component of the topology consists of four 2960 Cisco Catalyst switches arranged in a ring topology. Fig. 1 (a) shows the ring topology of the basic component, which is the scenario of the first test. Then, the second test is done with two basic components, i.e., eight switches, as shown in Fig. 1 (b). The third one is composed by four basic components, with 16 switches (see Fig. 1 (c)), and so on increasing the number of basic components exponentially with base 2, until 64 basic components, with 256 switches. In total, we conducted seven tests with 1, 2, 4, 8, 16, 32, and 64 basic components, on each system (Linux and Windows), for both simulators.

E. Step 5: Evaluate the Measurable Criteria

Information related to nine of the ten evaluation criteria are shown in Table I, representing the qualitative criteria. The scenario depicted in the previous subsection, was designed to evaluate the performance in terms of CPU utilization, memory usage, and converge time (i.e., the time in which STP converges), which are measurable criteria.

For both simulators, to obtain the performance values in Linux, we used Monit\(^1\), an open source tool for monitoring processes on UNIX systems. For the tests in Windows, values were obtained from Task Manager, a built-in monitor of the CPU utilization and memory usage per process.

Fig. 2 shows the results of the CPU utilization of all the tests for Packet Tracer, when the suggested scenario is implemented on Linux. Fig. 3 shows the results for the same tests, when running the scenario on Windows. In both cases, we registered the percentage of CPU utilization every second during the simulation. Comparing both results tells that Windows is more suitable for this simulator in terms of CPU utilization.

![Fig. 2. Packet tracer CPU utilization - Linux.](image)

![Fig. 3. Packet tracer CPU utilization - Windows.](image)

Fig. 4 displays a comparison of the memory usage for the same previous tests, for both operating system. We measured the percentage of memory usage of Packet Tracer at the beginning of each simulation test, i.e. the

\(^1\) https://mmonit.com/monit/
memory consumption is constant during the execution, there is no change.

Since Packet Tracer is a discrete-event simulator, it generates a subsequence of events that are gathered in a buffer list, this buffer is overflowed when the number of the basic components is more than eight, we encountered the same problem both in Windows and in Linux. Thus, it was not possible to obtain the convergence time of STP from tests whose topologies have more than eight basic components.

However, Fig. 5 shows the obtained results for the convergence time. As we note in Fig. 5, results both in Windows and in Linux are close in value, when there are eight basic components or less.

GNS3 needs high-performance requirements because it emulates the operating system at the hardware level, which imposes limits in term of scalability (i.e., there will be a point when all the available resources of the operating system are being used or allocated by the simulator, then there is no more expansion).

Consequently, we could not increase the number of the basic components beyond eight. Fig. 6 shows the CPU utilization when implementing the scenario in Linux as the number of the basic components change respectively as follow: 1, 2, 4, and 8. Fig. 7 shows the same parameters but when the scenario is executed in Windows.

The two operating systems show two different ways of managing high CPU utilization. In Windows, regardless the number of the basic components, the utilization rate grows excessively to 100% for a limited period of time, but later decreases by 25-35% and then it grows up again in a significantly swinging pattern. In Linux, the utilization pattern tends to swing slightly 1-2% around a fixed value, it is almost 82-83% when there is only one basic component, and it is raised up into 91% when the basic components are four.

Fig. 8 shows the memory usage when the scenario is implemented using GNS3 in both Linux and Windows. In Windows, GNS3 presents a restrictive behavior to the increasing demand for memory, keeping a threshold around 3.6 GB, in which the operating system does not allocate more memory to the simulator. In Linux, the assignment of memory grows in an exponential way.

Fig. 9 displays the execution time of the scenario both in Linux and in Windows for GNS3. It is clear that the memory assignment strategy followed by the operating systems has an impact in the execution time of the simulator.
Because Windows restricts the memory allocation of GNS3, the execution time of the tests increases exponentially. In fact, when the simulation has 8 basic units, GNS3 needs more than 1200 seconds (i.e., more than 20 minutes) to perform the simulation on Windows. Unlike the simulator when it is running in Linux, which can do the same calculations in 80 seconds, thanks to the additional memory allocated by the operating system.

F. Step 6: Evaluate the Measurable Criteria

In this section, we present the analysis and the discussion of the evaluation of the two simulators, which are derived from the obtained results.

Analyzing the qualitative criteria in Table I, we can say that Packet Tracer supports a wide variety of protocols in each layer, this gives the researchers multiple choices to create different scenarios. In addition to that, it provides the same GUI and functions on both Windows and Linux platforms. On the other hand, GNS3 provides a similar diversity, not on the level of protocols and applications, but rather on the level of the operating system. Packet Tracer and GNS3 are different types of software (while Packet Tracer is a simulator, GNS3 is an emulator), which establishes differences at performance level. GNS3 trends to utilize more the CPU and demands much more memory to use. Even though, they present similar qualitative characteristics.

In terms of performance, the scenario was designed to drive the simulators to their maximum limits. In the case of Packet Tracer, the limit was reached with 8 basic components, when the buffer of events could not expand further. Otherwise, the simulator shows an ability to scale well for big topologies. On the contrary, when GNS3 was further. Otherwise, the simulator shows an ability to scale well for big topologies. On the contrary, when GNS3 was

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Packet Tracer characteristics</th>
<th>GNS3 characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nature of the simulator</td>
<td>Simulator</td>
<td>Emulator</td>
</tr>
<tr>
<td>Type of simulator</td>
<td>Discrete-event</td>
<td>Discrete-event</td>
</tr>
<tr>
<td>License</td>
<td>Proprietary, but an End User License Agreement (EULA) exists</td>
<td>GPLv3</td>
</tr>
<tr>
<td>User Interface</td>
<td>GUI: Yes, a built-in GUI interface is supported, with a possibility to trace and store all events. Different languages are supported for the GUI including: English, Russian, German, Portuguese, Spanish and French. Supported programming language: None, it is private property, but scripting is allowed using the Cisco IOS Syntax.</td>
<td>GUI: Yes, a built-in GUI interface is available. Supported programming language: The simulator was built using Python, the distributed version does not allow direct changes, but the code repository is available on github (<a href="https://github.com/GNS3/gns3-server">https://github.com/GNS3/gns3-server</a>).</td>
</tr>
<tr>
<td>Platform</td>
<td>Linux, Android 4.1+, iOS 8+, and Microsoft Windows</td>
<td>Windows 7 (64 bit) and later, Mavericks (10.9) and later, any Linux Debian/Ubuntu distribution is supported.</td>
</tr>
<tr>
<td>Heterogeneity</td>
<td>Packet Tracer supports different types of real routers such as: Cisco 4941, Cisco 2901, Cisco 2911, and others, as well as different types of real switch like: Cisco Catalyst 2950, Cisco Catalyst 2960, Cisco Catalyst 3560-24PS. In addition to that, Linksys WRT300N wireless router, Cisco 2504 wireless controller, and Cisco Aironet 3700 access point are supported. Cisco ASA 5505 firewall is supported as well. Variety of IoT devices are supported.</td>
<td>GNS3 supports heterogeneity by providing an interface to run virtual machines, which has significant impact on the performance. Supported IOS: Cisco (IO/IOL, vIOS/vIOS-L2, NX-Osv, ASAv, and others), Juniper (Olive, vSRX, and vMX), MikroTik (RouterOS and CHR), Hosts (Linux, windows, and Mac OS).</td>
</tr>
<tr>
<td>Modeling</td>
<td>It is not supported.</td>
<td>It is not supported.</td>
</tr>
<tr>
<td>Level of details</td>
<td>Packet level.</td>
<td>Bit level, using the Wireshark plug-in (<a href="https://www.wireshark.org/#download">https://www.wireshark.org/#download</a>)</td>
</tr>
</tbody>
</table>

![Fig. 9. GNS3 execution time.](https://example.com/fig9)
The proposed approach has successfully demonstrated the relationship between the performance parameters, namely the memory usage and the execution time. Moreover, the scenario provides an example that shows how the performance deteriorates when the emulator fails to manage the trade-off between the performance parameters. As a result, the execution time excessively increases when there are no additional memory to be allocated. This failure is due to restrictions in Windows, such an effect cannot be noted when the same scenario is running in Linux.

Finally, even though Packet Tracer is a private simulator, its available version is good enough for simulating complex topologies from both Wide Area Network (WAN) and Local Area Network (LAN) aspects. It does not allow researchers to test new protocols or algorithms, but it provides a massive set of protocols that can be used to create a large number of combinations of layered-protocols stacks. On the other hand, GNS3 provides emulation for a high variety of operating systems and hardware devices, which allows the emulation of scenarios near to real cases. Researchers can benefit this good characteristic. However, it has a strict limit of the scalability because of its software nature.

G. Reflexions About the Approach

The application of our proposed approach to evaluating Packet Tracer and GNS3, allows us to point out some reflexions:

- A layered-protocols stack model is a powerful tool for categorizing the work done in the network by function, but there are some protocols that do not fit into a particular layer, because they perform functions belonging to more than one layer at the same time. Examples of those protocols are the Neighbor Discovery Protocol (NDP) and Address Resolution Protocol (ARP), they both work on the Internet and Link layers, and in this case, we categorize them in the upper layer, which is the network. Merging the technologies and protocols inside one criterion can become a complex issue if the simulator supports technologies that use more than one protocol, in different layers, this, in turn, will lead to a non-comparable item. In this case, it is better to separate technologies from protocols and by creating a new criterion. Then, the technologies item can have its own independent stack-layered model.

- The heterogeneity criterion needs to be described in more details, sub-criteria can be added based on further studies; the main goal is to enable the item to describe the simulator's ability to emulate different specific models or hardware.

- The study of performance characteristics, suggested by our approach, is scenario-oriented, i.e. a change in the scenario parameters can push the simulators to other limits that were not shown in this paper. For example, how much accurate the simulator can simulate or emulate a specific function or feature, such as the energy consumption of one group of nodes.

- We thought about adding a special criterion for the simulator version because it is an important piece of information, but it is related to each simulator itself, thus, it is not comparable among other simulators, that is why we did not consider the version as an item within the suggested approach.

- We are thinking of expanding the approach to include Wireless Sensor Network (WSN) simulators, but this requires further studies to modify the current approach or even developing an independent one. WSN requirements are different from those of wired ones. For example, mobility, energy consumption, energy harvesting, battery models, and others are specific-purpose concepts that are directly related to the nature of the WSN.

V. Conclusion

In this paper, we have addressed the difficulty of selecting a computer network simulator to fit a given scenario. To achieve that, we propose an approach of ten criteria that can be applied to the simulator to describe it in a measurable and comparable manner.

In order to test how efficient the suggested approach is, we apply it on Cisco Packet Trace and GNS3, which are general-purpose network simulators. The application of the approach proves that it does not only highlight general aspects of the simulators behaviors but it shows their disadvantages as well.

In a future study, we plan to apply the approach to compare other network simulators and include other measurable criteria, such as scalability. We also are working on extending the proposed approach to consider WSN simulators, by involving special items describing the determinants of these networks, such as power constraints, models for energy consumption, and power harvesting.

REFERENCES


Michel Bakni was born in Lattakia, Syria, in 1989. He received the B.S. degree in telecommunication and electronics from Tishreen University, Lattakia, in 2013 and the M.S. degree from the University of Technology of Belfort-Montbéliard (UTBM), France, in 2017, in mobile and distributed networks. He is currently pursuing the Ph.D. degree with the Doctoral School of the University of Bordeaux (UBx) and at ESTIA, a superior engineering School for Advanced Industrial Technologies. His research interests include Simulation, Wireless Sensor Networks, and Energy consumption optimization.

Yudith Cardinale is a Full Professor in Computer Science Department at Universidad Simón Bolívar (USB) since 1996. She graduated with honors in Computer Engineering in 1990 at Universidade Centro-Occidental Lisandro Alvarado, Venezuela. She received her M.Sc. Degree and Ph.D. in Computer Science from USB, Venezuela, in 1993 and 2004 respectively. Her research interests include parallel processing, distributed processing, operating systems, high performance on grid and cloud platforms, and web services composition, including semantic web. She is the Director of the Parallel and Distributed Systems Research Group (GRyDs) at USB and coordinates several national and international research projects. She has written a huge range of publications in areas such as parallel computing, grid computing, parallel check pointing, collaborative frameworks, and Semantic Web. Her home page is http://www.ldc.usb.ve/en/~yudith.

Luis Manuel Moreno graduated in Telecommunications Engineering at Universidad Simon Bolivar, Venezuela, in 2019. His main areas of research interest are operating systems, distributed systems and embedded systems.