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Abstract—Low-Density Parity-Check (LDPC) codes are 

widely used in many applications including high-speed 

communications such as 802.11n and 802.16e and data 

memory/storage systems such as NAND flash memory. For 

practical use, most of them take Quasi-Cyclic (QC) structure 

and good QC LDPC codes with various parameters are still 

necessary to be constructed. In this paper, we proposed a 

construction method of QC LDPC codes whose parity-check 

matrix consists of a single row of circulant matrices by using a 

class of balanced incomplete block design, called Perfect 

Difference Family (PDF). We alter the structure of PDFs with 

irregular block sizes and then use them to construct the 

proposed QC LDPC codes to support various lengths, code rates, 

and degree distributions. We construct two QC LDPC codes 

based on PDFs and compare them with the random-like LDPC 

codes constructed from the progressive edge-growth (PEG) 

algorithm via the additive white Gaussian noise channel 

simulation. The results show that the proposed QC LDPC codes 

have a very similar error-correcting performance to the PEG 

LDPC codes while supporting the QC structure for easy 

hardware implementation. 

 

Index Terms—Balanced Incomplete Block Design (BIBD), 

circulant matrix, low-density parity-check (LDPC) codes, 

Perfect Difference Family (PDF), Quasi-Cyclic (QC) LDPC 

codes 
 

I. INTRODUCTION 

Low-Density Parity-Check (LDPC) codes have been 

being adopted in many standards of communications 

systems such as 802.11n, 802.16e, and 10GBase-T owing 

to their capacity-approaching error-correcting 

performance and linearly growing computational 

complexity with respect to code length. In particular, they 

are very suitable for parallel decoding and thus are 

scheduled to be used in enhanced mobile broadband 

service of 5G systems [1]. In addition, LDPC codes are 

adopted in memory and storage systems such as NAND 

flash as well as communications systems. 

 
  

 

 

  
 

 

For a practical use, the codes need to take the form of 

Quasi-Cyclic (QC) structure to be efficiently 

implemented in terms of hardware. There have been a lot 

of researches on the construction of QC LDPC codes [2]-

[14]. Nonetheless, more good QC LDPC codes need to be 

constructed to cover as many parameters as possible to 

give a set of abundant choices for system designers. In 

particular, the construction of high-rate QC LDPC codes 

with short lengths is still not much known compared to 

other parameters. 

The QC structure whose parity-check matrix has a 

form of a single row of circulant matrices is adequate for 

the construction of the high-rate LDPC codes with short 

lengths. Regarding this type of codes, regular QC LDPC 

codes were constructed from cyclic difference family 

(CDF) in [5]-[9] and irregular QC LDPC codes were 

constructed by modifying CDFs [10]. To provide an 

abundant set of code parameters, an algorithm-based 

construction method for this QC structure was proposed 

in [13] and [14]. 

In this paper, we propose a construction method for 

irregular QC LDPC codes whose parity-check matrix 

consists of a single row of circulant matrices by using a 

class of perfect difference families with multiple block 

sizes. The proposed QC LDPC codes enable a flexible 

code design by providing various degree distributions, 

code rates, and code lengths unlike the existing 

construction methods [5]-[10], [13], [14]. In addition, the 

proposed construction method can result in high-rate QC 

LDPC codes with a quite short length, which is hardly 

attained by random construction methods such as the 

Progressive Edge-Growth (PEG) algorithm [15]. It is 

noted that the proposed construction provides more 

abundant choice of degree distribution than the 

construction in [10]. To verify the error-correcting 

performance of the proposed QC LDPC codes, we 

compare the proposed codes with the random-like LDPC 

codes constructed from the PEG algorithm via simulation 

and it shows that the proposed QC LDPC codes have the 

identical or quite similar error-correcting performance to 

the PEG LDPC codes. 

This paper is organized as follows. In Section II, we 

introduce the basic concept of QC LDPC codes and the 

structure of a single row of circulant matrices and we 

provide the previous works related to our proposed 
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construction. In Section III, we propose the construction 

method of QC LDPC codes based on perfect difference 

families. In Section IV, we provide simulation results to 

verify the proposed QC LDPC codes. Finally, we 

conclude this paper in Section V. 

II. PRELIMINARIES 

A. LDPC Codes 

A linear code can be described with either a generator 

matrix or a parity-check matrix H which satisfies Hc
T
=0

T
 

for all codewords c. An LDPC code is a linear block code 

defined by a sparse parity-check matrix H which contains 

mostly 0’s and a few 1’s. An LDPC code is called regular 

when all columns in H have the same weight and all rows 

also have the same weight. Otherwise, the LDPC code is 

called irregular. A (wc,wr) regular LDPC code has the 

column weight wc and the row weight wr. The rate of 

(wc,wr) regular LDPC code becomes R=1-wc/wr when the 

parity-check matrix has full rank. Such R is called design 

rate of the LDPC code regardless of whether the parity-

check matrix has full rank or not. It is known that regular 

LDPC codes are good for applications requiring low error 

floors [16] and they include memory/storage system 

applications. On the other hand, irregular LDPC codes 

have a good waterfall error-correcting performance and 

they are mainly used in communications systems such as 

LTE and 5G. 

When we construct LDPC codes of finite lengths, 

cycle structure in the parity-check matrix should be 

considered to have good error-correcting performance 

through iterative message-passing decoding. To define 

cycle of LDPC codes, the Tanner graph representation 

needs to be introduced first. The Tanner graph of a linear 

code is a bipartite graph whose incidence matrix is the 

parity-check matrix of the code. In the Tanner graph of 

(n,k) linear code, there are n variable nodes 

corresponding to codeword symbols and n-k check nodes 

corresponding to parity check equations. In the Tanner 

graph of regular LDPC codes, all variable nodes have the 

same degree and all check nodes also have the same 

degree. In the Tanner graph, a cycle is defined as the path 

starting from a node and coming back to itself. It is 

known that quite short cycles result in bad effect to 

message-passing decoder because they break the 

independency of the messages passed between variable 

nodes and check nodes. The girth of a Tanner graph is 

defined as the length of the shortest cycles. Girth at least 

6 should be guaranteed for a good error-correcting 

performance of LDPC codes under the iterative message-

passing decoding. 

B. QC LDPC Codes 

The codewords of QC LDPC codes are split into 

several subblocks of the same length and cyclically 

rotating bits in a subblock of every codeword still results 

in another codeword. The parity-check matrix of QC 

LDPC codes becomes an array of circulant matrices 

and/or zero matrices, where a circulant matrix is defined 

as a matrix whose each column is a downward cyclic 

shift of the column on its leftside. Definitely, a circulant 

matrix becomes a square matrix and the size of a 

circulant matrix is defined as the number of element in a 

column (row). 

The weight of a circulant matrix is defined as the 

number of nonzero elements in the first column. A 

circulant matrix of weight 1 is called circulant 

permutation matrix. A multi-weight circulant matrix is 

defined as a circulant matrix of weight larger than 1. A 

circulant matrix is entirely described by the positions of 

nonzero elements in the first column. The shift value(s) 

of a circulant matrix is (are) defined as the index (indices) 

of the nonzero element(s) in the first column. Each 

circulant matrix has the set of shift values. A shift value 

is an integer which takes a value from 0 to the size of the 

circulant matrix minus 1. 

In this paper, we focus on the QC LDPC codes whose 

parity-check matrix consists of a single row of circulant 

matrices as follows. 

H = [ H0 H1 … HL-1 ] 

Here, Hi represents a z x z circulant matrix. Let wi 

denote the weight of circulant matrix Hi and 

Si={si,0,si,1,…,si,wi-1} denote the set of shift values of Hi. 

Then, the above parity-check matrix is perfectly 

described with only Si and the size of the circulant matrix 

z. 

The protograph [17] of a QC LDPC code is a bipartite 

graph whose incidence matrix is P=[pi], where pi means 

the weight of the circulant Hi. There are two kinds of 

nodes in the protograph, where horizontal (check) nodes 

correspond to rows in P and vertical (variable) nodes 

correspond to columns in P. The Tanner graph of the QC 

LDPC code is constructed by copying the protograph z 

times and cyclically permuting the z edges of the same 

kind. Such copy-and-permute operation is called lifting. 

If pi≧2, which is the case which this paper is mainly 

considering, there are multiple edges between the only 

horizontal node and the vertical node with index i. A shift 

value is assigned to each edge in the protograph so that an 

edge is lifted by using the cyclic permutation with the 

assigned shift value to generate the Tanner graph of the 

QC LDPC code. 

Cycles in the Tanner graph of a QC LDPC code are 

closely related to tailless non-reversing closed (TNC) 

walks in its protograph [18]. A walk is an alternating 

sequence of vertices and edges, denoted by vi0 ei0 vi1 … 

vin-1 ein-1 vin, where the vertices vij and vij+1 are the 

endpoints of the edge eij. A walk is closed if vin=vi0 and a 

walk is non-reversing if eij≠eij+1 for j=0,1,…,n-2. A 

closed walk is said to be tailless if ein-1≠ei0. The shift sum 

of a walk W in a protograph, denoted by s(W), is defined 

as the alternating sum of shift values assigned to the 

edges in W. The following lemma states the necessary 

and sufficient condition for a cycle of a certain length in 

the Tanner graph of QC LDPC codes to be generated 
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from the protographs. The proof is directly derived from 

the results in [19] and [20] and thus it is omitted in this 

paper.

Lemma [18]: Let W denote the set of all TNC walks 

of length n in a protograph. Suppose that a QC LDPC 

code is lifted from the protograph with lift size z. Then, 

the Tanner graph of this QC LDPC code has a cycle of 

length n if and only if there exists a walk W∈W such that 

s(W)=0 mod z and W does not contain any shorter TND 

walks with the zero shift sum.

C. Related Works

There have been many research works to construct QC 

LDPC codes whose parity-check matrix consists of a 

single row of circulant matrices using combinatorial 

designs such as CDFs or a variant of CDFs. In [5], the 

class-I circulant Euclidean geometry (EG)-LDPC codes 

were proposed and the authors used EG to determine the 

shift values in the parity-check matrices to avoid cycles 

of length 4. They also provide a lower bound of minimum 

Hamming distance of the codes. In [6], the regular QC 

LDPC codes were constructed by using the trace function 

to determine the shift values. The authors actually 

mentioned that the structure can support irregular code 

construction but they did not provide any systematic 

construction method of irregular QC LDPC codes. They 

used a viewpoint of duals of one-generator QC codes as 

LDPC codes. The works [5] and [6] did not use CDF 

directly but they can be viewed as the first trials to 

construct the QC LDPC codes whose parity-check matrix 

consists of a single row of circulant matrices by using 

mathematical structures.

In [7], the QC LDPC codes were proposed by using 

difference families in general and the authors concretely 

provided the construction method using CDFs. The 

authors devoted a lot to analyze the proposed LDPC 

codes and they also provided a few construction methods 

of CDFs. In [8], the class-I BIBD-LDPC codes were 

proposed and they were constructed by using class-I 

Bose-BIBD which actually are equivalent to CDF. The 

authors first provided the construction method of the 

mathematical structure and also proposed the method of 

splitting the circulant rows of the parity-check matrix so 

that the resulting codes can have multiple rows of 

circulant matrices. In [9], the authors extended the the 

class of LDPC codes that can be systematically generated 

by presenting a construction method for regular LDPC 

codes based on combinatorial designs known as Kirkman 

triple systems. They did not mentioned that the work is 

related to the construction using CDFs but Kirkman triple 

systems are actually equivalent to CDFs and we can say 

that the proposed codes have the same structure with 

what we are interested in and are constructed from CDFs. 

The works [7], [8], and [9] can be viewed as the first 

papers which proposed the QC LDPC codes whose 

parity-check matrix consists of a single row of circulant 

matrices based on CDFs. It is also noted that all the codes 

in [5]-[9] are regular and the supported code lengths are 

very limited. The goal of this paper is clearly different 

from them.

In [10], the authors proposed the construction of 

irregular QC LDPC codes by using CDFs and splitting a 

block of CDF into several blocks. The resulting codes 

also have the parity-check matrix which consists of a 

single row of circulant matrices. The disadvantage of the 

work is that we need to start from a high-weight CDF to 

construct irregular QC LDPC codes which includes high-

degree variable nodes but such CDFs rarely exist. 

Moreover, the resulting codes do not support various 

lengths, which means that the work is still practically 

limited. In [13] and [14], the authors proposed the 

algorithms to construct the regular QC LDPC codes 

which can support various code lengths. The proposed 

construction can be practically meaningful but they are 

not based on mathematical structures and are hardly 

constructed for a very short code length from such a 

reason.

III. CONSTRUCTION OF THE PROPOSED QC LDPC

CODES

A. Perfect Difference Family

In this subsection, the definitions of mathematical 

structures related to the proposed QC LDPC codes are 

given based on [21]. A cyclic difference family is first 

defined as follows.

Definition 1: Let Zv denote the set of integers from 0 

to v-1. Then t k-element subsets of Zv, Bi={bi0, bi1,…,bi(k-

1)}, i=0,1,…,t-1, form a (v,k,λ) cyclic difference family 

(CDF) if every nonzero element in Zv occurs λ times 

among the differences (bil-bim) mod v, 0 ≦ i ≦ t-1 and 0 

≦ l≠ m≦ k-1. It is noted that Bi is called block.

In this paper, a special class of CDFs, called perfect 

difference family, will be used to construct QC LDPC

codes to avoid cycle 4 by properly assigning the shift 

values. Before giving the definition, we first introduce the 

positive and negative differences over a finite set of 

integers as follows.

Definition 2: Consider t k-element subsets of Zv

Bi={bi0, bi1,…,bi(k-1)}, i=0,1,…,t-1, bi0 < bi1 < … < bik-1.

Among the tk(k-1)$ differences (bil-bim) mod v, 0 ≦ i ≦

t-1 and 0 ≦l≠m≦k-1, the half of them Δ+(B)={bil – bim

| i=0,1,…,t-1$, 0≦m < l≦k-1}, are called the multiset of 

positive differences of Bi's over Zv and the other half of 

differences Δ -(B) are called the multiset of negative 

differences of Bi's over Zv.

For the efficient notation of multiset, we use the 

expression {m0
(f0)

,…,mc-1
(fc-1)

} when the multiset contains 

elements m0, …, mc-1 and their frequencies are f0, …, fc-1.

When the frequency of an element is not known nor clear, 

the superscript can be omitted. It is noted that CDF can 
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have various block sizes and the multiset of block sizes 

will be denoted by K. 

Definition 3: Consider a (v,K,λ ) CDF, Bi={bi0, 

bi1,…,bi(k-1)}, i=0,1,…,t-1, bi0 < bi1 < … < bik-1. Then the 

CDF is called a (v,K,λ) perfect difference family (PDF) 

if the union of all Δ +(Bi) becomes the multiset 

{1
(λ)

,2
(λ)

,…,(v-1)/2
(λ)

}. 

The necessary and sufficient conditions on the 

existence of (v,{3,k
(1)

},1) PDF for k=4,5,6,7 are given as 

follows. 

 (v,{3,4
(1)

},1) exists if and only if f v≡1 (mod 6), v≧
19 

 (v,{3,5
(1)

},1) exists if and only if v≡9,15 (mod 24), v

≧33 

 (v,{3,6
(1)

},1) exists if and only if v≡1 (mod 6), v≧43 

 (v,{3,7
(1)

},1) exists if and only if v≡1,7 (mod 24), v

≧73 

B. Proposed Code Construction 

In this paper, we propose a construction method of QC 

LDPC codes whose parity-check matrix consists of a 

single row of circulant matrices by using (v,{3,k
(1)

},1) 

PDFs for k=4,5,6,7. It is noted that the construction of 

such PDFs are given in [21]. 

Let B={B0,B1,…,Bn-1} denote a (v,{3,k
(1)

},1) PDF and 

Si={si,0,si,1,…,si,wi-1}, i=0,1,…,L-1, denote the set of shift 

values of Hi in the proposed parity-check matrix 

consisting of a single row of circulant matrices. Without 

loss of generality, we assume that the first block B0 has 

size k. The procedure of the proposed construction is 

described as follows. 

Construction: 

1) Choose z and L to satisfy z≧v and L≦3n-2 

2) Set S0 equal to B0 

3) Among the subsets of Bi for 1≦i≦n-1, the three 

subsets of size 2 are denoted by Bi,0, Bi,1, and Bi,2 

and the union of Bi, Bi,0, Bi,1, and Bi,2 for all 

1≦i≦n-1 is denoted by B’. Then, select the sets 

of shift values S1, S2, …, SL-1 such that 

{Bi,Bi,j}⊂{S1,S2,…,SL-1} is not satisfied and 

{S1,S2,…,SL-1}⊂B’ is satisfied for 1≦i≦n-1 and 

0≦j≦2. 

 

 

The proposed QC LDPC codes have length zL and the 

design rate (L-1)/L. In many practical cases, the parity-

check matrix of irregular LDPC codes which show a 

good error-correcting performance have a few large-

weight columns and the other columns of weight 2 and 3. 

The proposed construction enable the parity-check matrix 

to have weight 2, 3, and k (k=4,5,6,7) so that it is 

effective in terms of good weight distribution. Hence, the 

proposed construction supports various code lengths, 

code rates, and even weight distributions. It is noted that 

the proposed construction gives much more flexible 

degree distributions than the construction in [10] because 

we start from the PDFs with irregular block sizes while 

the construction in [10] is based on only the typical PDFs 

with the regular block size. The proposed QC LDPC 

codes do not include cycle 4 as shown in the following 

theorem. 

Theorem: The girth of the proposed QC LDPC codes 

is 6. 

Proof: It is known that every parity-check matrix 

including a circulant matrix of weight larger than or equal 

to 3 has cycle 6 [22]. The necessary condition on the shift 

values for a parity-check matrix not to have cycles of 

length 4 is that the union of the multisets of the positive 

differences of Si does not have any element of frequency 

larger than or equal to 2. The proposed QC LDPC codes 

satisfy the above condition by definition and this means 

that the girth of the proposed QC LDPC codes is larger 

than or equal to 6. Therefore, the girth of the proposed 

codes is 6. 

To help understand the proposed construction, we 

provide an example as follows. 

Example: Based on the aforementioned conditions on 

the existence of (v,{3,k
(1)

},1) PDF, we choose v=31 and 

k=4 and then a (31,{3,4
(1)

},1) PDF is constructed based 

on [21] as follows. 

B={{0,4,9,15},{0,1,8},{0,2,14},{0,3,13}} 

The parameter n becomes 4. We choose the code 

parameters to be z=31 and L=5 so that they satisfy the 

conditions in the first step of the proposed construction. 

Then, B’ defined in the third step of the proposed 

construction has the following elements. 

B’={{0,4,9,15},{0,1,8},{0,2,14},{0,3,13},{0,1},{0,8},{1,

8},{0,2},{0,14},{2,14},{0,3},{0,13},{3,13}} 

 

Figure 1.  Parity-check matrix of the proposed QC LDPC code with n=155 and R=4/5. 



We select {0,4,9,15}, {0,1,8}, {0,2,14}, {0,3}, {0,13} 

to form the set of shift values such that the selected 

blocks satisfy the condition in the third step of the 

proposed construction. The final resulting QC LDPC 

code has code length 155, code rate 4/5, and weight 

distribution (4,3,3,2,2). The corresponding parity-check 

matrix is shown in Fig. 1. The blanks in the parity-check 

matrix actually should be filled with 0’s but they are 

omitted for clear representation. 

IV. VERIFICATION OF THE PROPOSED QC LDPC 

CODES 

We verify the error-correcting performance of the 

proposed QC LDPC codes via the additive white 

Gaussian noise (AWGN) channel simulation by 

comparing with the progressive edge-growth (PEG) 

LDPC codes. We construct two proposed QC LDPC 

codes to simulate. For the first code, the (v,{3,k
(1)

},1) 

PDF shown in the aforementioned example is again used 

to construct the proposed QC LDPC code of length 200 

and rate 4/5 by setting z=40. Actually, the proposed 

construction supports very short length from 155 but the 

PEG algorithm cannot generate such a short LDPC code. 

We notice that the PEG algorithm succeeds in generating 

LDPC codes of length at least 190 without 4 cycles. This 

is why we set the code length 200 to compare the 

proposed construction with the PEG algorithm. For the 

comparison, we used the set of shift values in the 

example and set z=40 and L=5 so that the proposed 

construction results in the QC LDPC code with n=200 

and R=4/5. The LDPC code constructed from the PEG 

algorithm has the same parameters and the resulting girth 

is 6. 

For the second code to simulate, we used a (25, 

{3,4
(1)

},1) PDF B={{0,1,3,10},{0,4,12},{0,5,11}} to 

construct the proposed QC LDPC code. We build 

B’={{0,1,3,10},{0,4,12},{0,5},{0,11}}. We set z=32 and 

L=4 so that the resulting code has code length 128 and 

rate 3/4. The parity-check matrix of the constructed code 

is shown in Fig. 2. The PEG LDPC code with the same 

parameters is also constructed to compare. It is noted that 

the PEG code to compare cannot be constructed without 

cycles of length 4 for code length around 100 while the 

proposed code of length 100 can be constructed from the 

PDF. 

 

Figure 2.  Parity-check matrix of the proposed QC LDPC code with n=128 and R=3/4. 

 

Figure 3.  FER and BER of the proposed QC LDPC code and the PEG LDPC code for n=200 and R=4/5. 
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Figure 4.  FER and BER of the proposed QC LDPC code and the PEG LDPC code for n=200 and R=4/5. 

The Frame Error Rate (FER) and Bit Error Rate (BER) 

of the constructed codes are shown in Figs. 3 and 4. 

PROP and PEG in the legend represent the proposed QC 

LDPC code and the PEG LDPC code, respectively. The 

simulation is performed with the binary phase shift 

keying (BPSK) modulation and the maximum number of 

iteration in the LDPC decoding is set to 50. 

We easily see in Figs. 3 and 4 that the proposed QC 

LDPC codes show a very similar error-correcting 

performance to the PEG LDPC codes under the same 

parameters. Since the PEG LDPC codes are known to 

have as good performance as random LDPC codes, it is 

said that the proposed QC LDPC codes have good error-

correcting performance enough while keeping the QC 

structure which is crucial for ease of hardware 

implementation. 

V. CONCLUSIONS AND FUTURE WORKS 

In this paper, we proposed a construction method of 

QC LDPC codes whose parity-check matrix consists of a 

single row of circulant matrices by using perfect 

difference family. We alter the structure of PDFs with 

irregular block sizes and then use them to construct the 

proposed QC LDPC codes to support various lengths, 

code rates, and degree distributions. We construct two 

QC LDPC codes based on PDFs and compare them with 

the random-like LDPC codes constructed from the 

progressive edge-growth algorithm via AWGN 

simulation. The results show that the proposed QC LDPC 

codes have a very similar error-correcting performance to 

the PEG LDPC codes while supporting the QC structure 

for easy hardware implementation. 

It would be better to extend this construction approach 

to construct parity-check matrices consisting of an 

arbitrarily sized array of circulant permutation matrices 

while this work considered only a single row of multi-

weight circulant matrices. To maintain the girth property 

of the parity-check matrices, a careful decomposition of 

circulant matrices constructed from PDFs would be a key 

factor of the future research. 
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