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Abstract — The issue of optimization is very important in designing computer network. Designing a ring topology is about connecting a set of point-shaped nodes which are each connected to two other points, thus forming a circular path forming a ring. This idea tries to formulate an algorithm to optimize the ring topology by using an approach that is on the Traveling Salesman Problem (TSP). There are two variables considered in TSP. Both are the strategy to find the node configuration which has minimum cost as well as the most minimum time consumption for its execution. To measure the extent to which the proposed algorithm can perform optimization, then made a comparison with some existing algorithms such as Brute force, Ant colony, and Bambang. Brute Force has the ability to find the absolute minimum node configuration cost but in terms of time to complete it increases exponentially. While it does not provide the minimum cost, the Ant Colony Optimization algorithm (ACO) has the minimal advantage needed to find the minimum node configuration. This paper proposes a heuristic algorithm to find the sub-minimum node configuration. The proposed algorithm has the shortest time of fewer than 50 seconds to 50 nodes, compared to other algorithms while the cost of node configuration is not always lower than Ant Colony.

Index Terms—TSP, heuristic, ring topology, network design, routing algorithm, ant colony, brute force

1. INTRODUCTION

Over the last few decades, we have witnessed a growth in data traffic. This growth, driven by Internet proliferation, has created an increasing demand for robust networks, with increased link and node capacity. In metropolitan networks ring network topology is the most popular topology which uses the link bandwidth efficiently and increases the capacity of the system. However, there is a need for an efficient solution for transporting and switching huge amounts of data at the boundaries of backbone networks, especially at metropolitan and local area networks [1].

Design ring topology itself can be modelled like the Traveling Salesman Problem (TSP), which is a problem of optimization to search the shortest route for peddler who wants to visit several cities [2]. The traveling salesman problem, TSP for short, has model character in many branches of Mathematics, Computer Science, and Operations Research. Heuristics, linear programming, and branch and bound, which are still the main components of today’s most successful approaches to hard combinatorial optimization problems [3]. The complexity of the TSP problem algorithm is about continuously challenging issue until today, even after 50 years of searching. This makes TSP one of the most untapped issues in many mathematical optimization problems [4].

The proposed algorithm used a purely heuristic method, which is mean using only the available information at that time to make decision to added new node. In this study, we tested the algorithm we proposed to build a ring topology by taking the problems in the TSP and compares with some popular algorithms that are often used to solve this problem among others.

A. Brute Force

Brute force is a straightforward approach to solve a problem based on the problem’s statement and definitions of the concepts involved. It is considered as one of the easiest approaches to apply and is useful for solving small-size instances of a problem [5]. It is often easy to implement and almost certainly will find a solution. At this time, only the brute force algorithm is able to find the absolute minimum value of the TSP. Brute force algorithm is one of the easiest ways to find the shortest link, but Brute Force takes a very long time of execution. The complexity of the algorithm for TSP problems with the Brute Force algorithm is $O(n!)$. 

B. Ant Colony

Ant colony optimization (ACO) was one of the first techniques for approximate optimization that was introduced in the early 1990’s. The inspiring source of ant colony optimization is the foraging behavior of real ant colonies [6]. The ant colony optimization (ACO) algorithm, a classical bionic algorithm for determining the optimal path, has several advantages: it is easy to integrate with other algorithms, is amenable to distributed parallel computing, includes an intelligent search, and has good global optimization and strong robustness when compared with other swarm intelligence algorithms [7]. This behavior is exploited in artificial ant colonies for the search of approximate solutions to discrete optimization problems, to continuous optimization problems, and to important problems in telecommunications, such as routing and load balancing.
C. Bambang  
We call it The Bambang algorithm, taking it from the author's own name because it does not mention the name of the algorithm [8]. Bambang algorithm uses semi brute force approach, which is not all possible combinations considered to be computed so that it can get a shorter time, but the cost is not absolute minimum than brute force because it does not take the entire information before making a complete ring.

II. RELATED WORKS

Many researchers to find the best heuristic method to solve TSP. The need to use heuristic method to solve TSP problem, is because the brute force, which acquired all information before choosing the minimum configuration nodes, needed an increasingly exponential computational time for every new node added. For brute force algorithm, the minimal expected time to obtain minimum cost is exponential for every new node added [9].

Some researchers who have been studying TSP propose their algorithm in order to solve the problem such as; “Comparison of proposed algorithm to ant colony optimization algorithm to form a ring topology with minimum path value” in which the proposed algorithm gave almost the same minimum value to brute force, and performed better than ACO, but as the number of node increase so is the time needed to calculate configuration nodes [8], and an Application of Ant Colony Optimization Algorithm in TSP [10].

Other papers make a comparison among several heuristic methods, like Pasquier J. L. et al in [11] made a comparison among Genetic Algorithm (GA), Ant Colony Optimization (ACO), and Simulated Annealing (SA). Various aspects are evaluated including processing time, development effort and quality of the solution. Overall, the paper concluded that, based on various aspects used for comparisons, ACO offers the best quality of results.

Based on these researches, it is still found many rooms to find better solutions for the TSP.

III. PROPOSED ALGORITHM

In this paper, the algorithm we propose is the development of our previous algorithm [12] which is used to find a sub optimal cost with respect to Brute Force algorithm but with a better time execution.

In the beginning we start by sorting the cost to connect each node to every other node, node i and node j, from the lowest to the highest. The pair of nodes with the lowest cost will serve as the base links. The second step is to find the second lowest pair of nodes that has either node of the base links, so that this new pair of nodes can be connected immediately to the base links without the need of additional node, which means adding other costs. After adding this pair of nodes, the search for the next pair of nodes will start again from the pair of nodes with the lowest cost. The reason for this is because the addition of the new pair of nodes open the possibility of adding other pair of nodes which previously impossible because the absent of the necessary node. These pattern of adding new pair of nodes to the base links is repeated continuously until the base links complete or become a full ring. One thing which need to be mention is, before adding the pair of nodes to the base link, the pair of nodes must be checked so that the nodes in the pair of nodes only contain exactly one same node to the base link and must be at the end or at the beginning of the base links. This is to make sure that the base links only have no repeating node. The flowchart can be seen in Fig. 1.

![Flowchart of the proposed algorithm](image_url)
This process is repeated again for the second lowest pair of nodes that will be used as the base links all the way to highest cost of pair of nodes. The reason for this is because using the initial lowest pair of nodes as the base links, doesn’t necessarily resulted in the lowest cost for the full ring of base link, so for example if there are 4 nodes there will be 6 candidates; if there are 5 nodes, there will be 10 candidates. At the last step, we will compare these candidates and choose the one with the lowest cost.

To summarize the algorithm is as follows:
1. Sort each possible pair of nodes from the lowest cost to the highest cost.
2. Use the lowest cost pair of nodes as the base links
   a. Find the next lowest pair of nodes that has either node of the base links
   b. Start again from the pair of nodes with the lowest cost.
3. Repeat step 2 until base link become a full ring.
4. Repeat step 1-3 for each pair of nodes from the lowest cost to the highest cost.
5. Find the minimum cost from various full ring calculated in step 4.
6. The full ring with the lowest cost is the final full ring.

IV. SIMULATING AND RESULTS

This simulation we used computer with specifications as follows, Intel Core i5-7200U @2.5GHz and memory 8 Gigabyte and the operating system used is Ubuntu 16.04 64 bit. All the algorithm used in the simulation is implemented in python version 2.7.

In the simulation we tested the proposed algorithm performance, cost and the time needed to make a complete ring, for nodes from 4 to 50. The matrix that used for the simulation is the symmetric matrix used by [8]. The example below is the matrix from 11 nodes. (Table I)

<table>
<thead>
<tr>
<th>TABLE I: EXAMPLE MATRIX OF 11 NODES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

Beside the proposed algorithm, we also simulated using Brute Force algorithm, Ant Colony Optimization algorithm from [13] and the algorithm from [8]. Just for clarity, in the chart, the proposed algorithm is named “Syam”, while other is named as the such.

Based on the graph shown in Fig. 2, it shows the measurement done for several algorithms. Brute force is included in this comparison to describe the most minimum cost that should be reached by others algorithm. However, After node 12, brute force algorithm no longer show the minimum cost. it could not consider all the nodes due to the computation power for the reason later showed.

Fig. 2. Cost comparisons between 4 algorithms at various number of nodes.

An algorithm that proposed by Bambang is still lead to find the minimum cost compared to ACO as well as the proposed one. The proposed algorithm for several nodes at the under 10 nodes still shows the performance which is comparable to another algorithm including the Brute Force. It started becoming less stronger than ACO for several next nodes until 20. But for the all following number of nodes, it can lead to find the most minimum cost for forming the ring topology.

Fig. 3. Computation time between 4 algorithms at various number of nodes.

It can be seen in Fig. 3 that the time needed to create a ring-shaped topology varies between different algorithms. The brute-force algorithm shows very long computational time after the 12th node and when the node is increased, the time required is more exponential. Therefore, the BruteForce costing test in Fig. 2 is only available until the 12th node. While the Bambang and ant colony algorithms have a gradual increase in computation time as the number of nodes increases.

With this time comparison, the proposed algorithm provides the lowest computation time among other algorithms. The reason is that the proposed algorithm uses a pure heuristic method, that is, it uses only the
information available at the time to make a decision to add a new node. Based on the graph we can see that the time required to complete computing up to 50 nodes is less than 50 seconds.

V. CONCLUSION

There are several methods which can be acknowledged to find the minimum cost to perform ring topology. The proposed algorithm which used heuristic algorithm can be an alternative where it shows performance to find minimum cost as well as the computation time. This proposed algorithm is better than Ant Colony for the bigger number of nodes, moreover it shows a good time computation for the bigger nodes of the measurement, the proposed algorithm performed better than all other compared algorithm and stand at the order of 39.7 seconds for 50 nodes.

This algorithm still opened to be developed later to find its most proper performance. It quite effective for the number of nodes as the measurement scenario but of course it needs to prepare for the future need where thousands of them possibly utilized. Future works can be allocated to find the performance of thousand connected devices to simulate a condition such as big continent or archipelagos design of communication. However, it also can be developed more by comparing this algorithm with others that are not mentioned at this paper.
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