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Abstract—The paper presents a tree-based routing approach for 

Underwater Wireless Sensor Networks (UWSN). The proposed 

approach uses pre-constructed shortest-path trees in a virtual 3D 

grid topology to obtain routing paths between source and sink 

nodes in the UWSN. Due to the availability of these pre-

constructed shortest-path trees connecting the occupied cells of 

the 3D grid, the proposed protocol offers higher routing path 

stability compared to other protocols that rely on costly reactive 

mechanisms for path establishment and maintenance. 
 
Index Terms—Tree-based routing approach, underwater 

Wireless Sensor Networks (UWSN), 3D grid, routing protocols 

 

I. INTRODUCTION 

Underwater Wireless Sensor Networks (UWSNs) are 

used for communication underwater for military and non-

military applications such as undersea exploration of 

natural resources, tactical supervision and mines 

detection. Many related research problems have attracted 

attention including deployment strategies [1], reliable 

communication, routing [2], medium access [3], 

localization [4] and energy conservation [5].  

Routing protocols for UWSNs should take into 

consideration several constraints including dynamic 

topology, limited energy, low bandwidth and high 

propagation delay. Routing packets over multiple short 

hops has been proven to be more energy-efficient for 

UWSNs than using a single long hop [6]. However, 

routing over more hops ultimately degrades the end-to-

end reliability especially for the harsh underwater 

environment. 

Several routing protocols for UWSNs have been 

proposed (see [7] and [8] for some examples of protocols). 

In [9] the authors have proposed a protocol called Vector-

Based Forwarding Protocol (VBF). In VBF, each packet 

carries the positions of the sender, the target and the 

forwarder (i.e., the node which forwards this packet). The 

forwarding path is specified by the routing vector from 

the sender to the target. Upon receiving a packet, a node 

computes its relative position to the forwarder by 

measuring its distance to the forwarder. Recursively, all 

the nodes receiving the packet compute their positions. If 
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a node determines that it is close to the routing vector 

enough, it puts its own computed position in the packet 

and continues forwarding the packet; otherwise, it simply 

discards the packet. Therefore, the forwarding path is 

virtually a routing “pipe” from the source to the target 

and only the sensor nodes inside this pipe are eligible to 

forward packets. 

In [10] the authors propose an improvement to VBF 

called Hop-by-Hop Vector-Based Forwarding (HH-VBF). 

Unlike the VBF approach, HH-VBF uses a routing vector 

for each individual forwarder in the network, instead of a 

single network-wide source-to-sink routing vector. The 

hop-by-hop vectors of HH-VBF allow overcoming two 

problems of VBF related to low delivery ratio for sparse 

networks and sensitivity to the routing pipe radius 

threshold. 

In [11] the authors propose a depth based protocol 

called DBR. It requires knowledge of the local depth at 

each node which can be obtained from a depth sensor. 

The authors propose to forward the packets greedily 

(based on the depth of each sensor node) to the receivers 

at the surface of the water. When a node receives a packet, 

it forwards it if its depth is smaller than the one 

embedded in the packet otherwise it discards it. 

In [12] the Focused Beam Routing Protocol is 

introduced. When a node A wants to send a packet to a 

node B, node A issues a multicast Request to Send (RTS) 

to its neighbors. All the nodes that receive A’s multicast 

RTS first calculate their location relative to the AB line. 

Nodes which lie within a cone of a specified angle 

emanating from the transmitter towards the final 

destination are candidates for forwarding. 

In [13] a routing protocol for UWSNs, called multi-

path routing protocol (MPR), is proposed to improve the 

transmission delay. It uses a multi-path during the path 

construction from the source node to the destination node. 

A multi-path is composed of a series of sub-paths. Each 

sub-path is from a sending node to a two-hop neighboring 

node. 

Most existing protocols use costly mechanisms for 

establishing and maintaining routing paths. In [2] 

however, the authors proposed a geographic routing 

protocol which uses pre-constructed disjoint paths to 

route in a virtual 3D grid topology which has reduced the 

cost of establishing and maintaining routing paths. 

Similarly, we propose a Tree-Based Routing (TBR) 

protocol which builds and makes use of shortest path 
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trees connecting the occupied cells of a virtual 3D grid 

(instead of using disjoint paths as in [2]) for routing 

packets. Due to the availability of the pre-constructed 

shortest path trees, the proposed TBR protocol offers 

higher stability of the routing paths compared to other 

protocols. This has a positive impact on the performance 

of the protocol in terms of reducing communication 

overheads (hence energy consumption) and increasing the 

delivery ratios. The rest of this paper is organized as 

follows. Section II presents some definitions and 

introduces the idea of using shortest-path trees over a 

virtual 3D grid for routing in UWSNs. Section III 

presents the routing tree construction algorithm. Section 

IV describes the proposed routing protocol. Section V 

discusses some performance aspects of tree-based routing 

over a virtual grid, and Section VI concludes the paper. 

II. ROUTING TREES OVER A VIRTUAL 3D GRID 

The proposed TBR protocol views the physical area of 

the UWSN as a virtual 3D grid of equal size cells (see Fig. 

1). A packet travels from a source sensor node to a sink 

node at the surface by hopping repeatedly from a grid cell 

to a neighboring grid cell following a path on a pre-

constructed tree connecting the grid cells. In each cell a 

selected cell-head is responsible of relaying the packets 

that need to cross that cell to neighboring cells. The cell-

head responsibility in a given cell is shared among the 

nodes located in that cell in the sense that any node in a 

given cell is a potential cell-head as viewed by nodes in 

neighboring cells. Different nodes in neighboring cells of 

a given cell C may each select (independently) a different 

node to be the cell-head for C. This has the advantage of 

minimizing the cell-head selection overhead and avoiding 

to overload a particular node in a cell with all the packet-

forwarding requests coming from neighboring cells. 

A routing path from a source sensor node to a sink 

node is a sequence of grid cells that need to be crossed in 

order to go from the cell hosting the source node to the 

cell hosting the sink node. TBR constructs at each node a 

tree rooted at the node’s cell connecting it to all occupied 

cells of the 3D grid. 

The information needed by the routing algorithm is 

maintained at each node in the form of three tables, 

namely, a Location Table (LT), a Neighbors Table (NT) 

and a Routing Tree Table (RTT). The Location Table 

contains for each sensor node, its node id and its location. 

The location of a node is specified by a grid cell address. 

A grid cell address is a triple (x, y, z) of coordinates in 

the 3D grid (assuming the address of the bottom right 

front corner cell is (0, 0, 0) as illustrated in Fig. 1). The 

Neighbors Table (NT) at a given node contains, for each 

of its neighboring cells (including the local cell), a list of 

ids of all nodes located in that cell. The Routing Tree 

Table (RTT) contains one entry RTT[C] for each cell C 

in the 3D grid (where C is a cell address). The entry 

RTT[C] contains a (Boolean) field RTT[C].occupied 

indicating whether cell C is occupied or non-occupied. 

An occupied cell is a cell that hosts at least one sensor 

node. We also refer to an occupied cell as a non-empty 

cell and to a non-occupied cell as an empty cell. If C is 

occupied, a field RTT[C].next indicates the neighboring 

cell to go to from the current cell (i.e. the next hop) in 

order to reach cell C. The next hop is determined based 

on a breadth-first search tree rooted at the node’s cell 

connecting it to all reachable occupied cells. The 

algorithm for building this routing tree is presented in the 

next section. 

Fig. 1, Fig. 2 and Table I show respectively an 

example of an UWSN viewed as a virtual 3D grid, a 

routing tree rooted at node S of Fig. 1, and the 

representation of this tree in the form of a Routing Tree 

Table (RTT). 
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Fig. 1. A virtual 3D grid view of the UWSN. 

 
Fig. 2. Shortest path tree rooted at cell (2, 0, 1). 

TABLE I: ROUTING TREE TABLE (RTT) AT NODE A OF FIG. 1. 

Cell (0,0,1) (2,0,1) (1,0,2) (3,0,2) (0,0,3) (4,0,3) (0,0,4) (1,0,4) (3,0,4) (3,1,4) 

Parent (1,0,2) NULL (2,0,1) (2,0,1) (1,0,2) (3,0,2) (0,0,3) (0,0,3) (4,0,3) (3,0,4) 

Next (1,0,2) NULL (1,0,2) (3,0,2) (1,0,2) (3,0,2) (1,0,2) (1,0,2) (3,0,2) (3,0,2) 
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III. ROUTING TREE CONSTRUCTION 

At each node, TBR constructs a tree connecting the 

node’s cell (root of the tree) to all reachable occupied 

cells. The tree is used to determine the next hop fields of 

the Routing Tree Table (RTT). The tree is a breadth-first 

search tree of the graph of occupied cells. The vertices of 

this graph are the occupied cells and two occupied cells 

are connected by an edge if they are neighboring cells in 

the 3D grid. The breadth-first search algorithm is outlined 

in Fig. 3. It uses a FIFO queue storing a list of occupied 

cells not yet visited in the search. The breadth-first search 

algorithm starts by enqueueing the root cell in the initially 

empty queue and then loops dequeueing at each iteration 

one cell from the queue and enqueueing its unvisited 

occupied neighboring cells until the queue becomes 

empty. In each iteration the links between the dequeued 

cell and the enqueued neighboring cells are recorded in 

the routing tree table as child-parent links of the routing 

tree. Finally, the algorithm sets for each cell C the field 

RTT[C].next to be the neighboring cell leading to C from 

the local cell along the tree. 

 
Routing Tree Construction Algorithm: 

create a FIFO queue Q and initialize it to empty 

for every occupied cell C in the grid do 

RTT[C].next = NULL  

enqueue the local node’s cell (root cell)  

while Queue is not empty 

dequeue one cell C from Q 

for each neighboring cell C’ of C do 

if (RTT[C’].occupied) and (RTT[C’].next = NULL)  

RTT[C’].parent = C 

enqueue C’ 

for every cell C other than the local node’s cell do 

RTT[C].next = C 

while RTT[C].next is not a neighbor to local node’s cell do 

RTT[C].next = RTT[RTT[C].next].parent 

Fig. 3. Routing tree construction algorithm in TBR. 

The routing tree table is rebuilt when there is a change 

in the occupied/non-occupied status of any cell. To 

reduce the number of times the table is rebuilt, TBR uses 

a Boolean flag valid indicating whether the current table 

is valid or not depending on whether there have been 

changes to the occupied status of any grid cell since the 

table was built the last time or not. A node does not 

rebuild its routing tree table until it has to route a data 

packet and the flag valid is false. The value of the flag 

valid is updated based on exchange of some control 

packets as explained in the next section.  

IV. THE TBR PROTOCOL 

A. Control Packets in TBR 

TBR uses the following control packets: 

a) Empty_to_Non-Empty (ENE) packet: when a node 

enters an empty cell C, it broadcasts (using cell-

based broadcasting) an Empty_to_Non-Empty (ENE) 

packet. In cell-based broadcasting of a packet only 

cell head nodes rebroadcast the packet. The ENE 

packet contains the cell address of the entered cell C. 

Each node receiving this packet sets the 

RTT[C].occupied field in its routing tree table to true 

and sets the valid flag to false (indicating that the 

routing tree table has to be rebuilt).  

b) Non-Empty_to_Empty (NEE) packet: when a cell-

head leaves a cell C and there is no other node left in 

that cell, it broadcasts (cell-based broadcasting) a 

Non-Empty_to_Empty (NEE) packet. This packet 

contains the address of the cell C that has become 

empty. Any node recieving this packet sets the 

RTT[C].occupied field in its routing tree table to 

false and sets the valid flag to false (indicating that 

the routing tree table has to be rebuilt). 

c) EXIT packet: when any node moves out of its current 

cell to a neighboring cell, it rebuilds its routing tree 

table and it transmits an EXIT packet to tell the 

neighbors about its new location. Each node in a 

neighboring cell receiving this packet updates its 

Neighbors Table (NT) accordingly. 

d) INFO packet: when a cell-head node receives an 

EXIT packet from a node entering its cell from a 

neighboring cell, it replies by sending a unicast INFO 

packet to that node containing its NT table. The 

sender of the EXIT packet replaces its NT table with 

the received one. 

e) Sink Location Request (SLOCREQ) packet: Every 

cell-head rebroadcasts this packet to neighboring cell 

heads. Sink Location Reply (SLOCREP) packet: 

when a sink node receives a SLOCREQ packet, it 

broadcasts (cell-based broadcasting) its location (cell 

address) using a SLOCREP packet to all nodes. Any 

node receiving this SLOCREP packet updates its 

Location Table accordingly. 

B. Discovering the Location of a Sink Node 

When a node wants to send data packets to a 

destination (sink) node and there is no information about 

its location (cell address) in the Location Table, then it 

broadcasts a Sink Location Request (SLOCREQ) packet. 

Only one node in each cell (the cell-head) participates in 

rebroadcasting the SLOCREQ. This mechanism is called 

cell-based broadcasting. The SLOCREQ packet carries 

the location (cell-address) of the previous node which is 

used to update the Location Table and the Neighbors 

Table. There are three possible cases for a node receiving 

the SLOCREQ:  

Case 1: Sink Node.  If it is a sink node, then it first 

records the cell location information of the previous hop 

node in the Neighbors Table (NT) and in the Location 

Table (LT) and then it broadcasts (using cell-based 

broadcasting) a Sink Location Reply (SLOCREP) packet. 

Once the source node receives the SLOCREP packet, it 
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starts forwarding data packets to the sink node along the 

routing tree guided by the next hop fields of the routing 

tree tables.  

Case 2: Cell-Head Node: If it is not a sink node but it 

is a cell-head node, then it first records the cell location 

information of the previous hop node in the NT and LT 

tables and then it re-broadcasts the SLOCREQ packet. If 

any node receives a previously processed SLOCREQ 

(based on a sequence number maintained in LT), it 

discards it.  

Case 3: Non-Cell-Head Node.  If it is not a sink node 

and it is not a cell-head, then it records the cell location 

information of the previous hop node in the Neighbors 

Table and in the Location Table and then discards the 

SLOCREQ packet.  

C. Cell-Head Selection in TBR 

In TBR, any sensor node A selects for each of its 

neighboring cells C, a node 𝐻𝐶
𝐴  located in that cell C (the 

information about which nodes are located in C is 

obtained from the Neighbors Table) to act as the cell-

head responsible of relaying the packets that A needs to 

send across cell C. Node A selects 𝐻𝐶
𝐴 randomly among 

all sensor nodes located in C. This independent random 

selection allows to have multiple nodes in a given cell 

serving as cell-heads for different nodes in neighboring 

cells. This reduces the cell-head selection overhead and 

avoids overloading a particular node in C with all the 

packet-forwarding requests from neighboring cells. 

D. Proactive and Reactive Layers of TBR 

Any node joining the UWSN starts by determining its 

location (i.e., in which cell of the 3D Grid it is located). It 

continues monitoring its location periodically until it 

leaves the UWSN. TBR operates in two layers: a 

proactive layer and a reactive layer. The main function of 

the proactive layer is to maintain up-to-date the Routing 

Tree Table and the Neighbors Table. Fig. 4 outlines the 

proactive layer mechanisms.  

The mechanisms of the reactive layer of TBR are 

activated when a node needs to send a pack and it has no 

information in its Location Table about the destination 

(sink node). These mechanisms allow to track the 

location of the sink node (the cell in which it is located) 

and to ensure this information is known by all nodes. Fig. 

5 outlines the mechanisms of this reactive layer.  

 
Empty to Non-Empty 

If a node enters an empty cell C: 

 Initiate cell-based broadcasting of an Empty-to-Non_Empty 

packet identifying cell C 

 Any node receiving this packet performs the following: 

o set RTT[C].occupied to true 

o set the valid flag to false (indicating that the routing tree 

has to be rebuilt) 

 

Non-Empty to Empty 

If a node leaves a cell C and no other node is left in C: 

 Initiate cell-based broadcasting of a Non-Empty-to-Empty 

packet identifying the concerned cell C 

 Any node receiving this packet performs the following: 

o set RTT[C].occupied to false 

o set the valid flag to false (indicating that the routing tree 

has to be rebuilt) 

Exit from Cell 

 If a node leaves its current cell then it rebuilds its routing tree 

table and it sends an EXIT packet to all nodes in its 

transmission range 

 When the cell-head of the newly entered cell receives the 

EXIT packet, it unicasts an INFO packet to the new node 

containing a copy of the Neighbors Table (NT). Upon 

receiving this INFO packet, the new node replaces its NT 

table with the received one 

Build Tree: 

 If a node has to route a packet and the valid flag is false, then 

it rebuilds its routing tree using the tree construction algorithm 

of Figure 3 and sets its valid flag to true 

 

Fig. 4. The proactive layer mechanisms of TBR. 

Reactive Layer Mechanisms of TBR: 

 If a node has to send a packet and there is no information 
about the destination (sink) node in the Location Table, then it 

initiates cell-based broadcasting of a SLOCREQ packet 

 If a cell-head receives a SLOCREQ packet (for the first time) 
then it retransmits the SLOCREQ packet 

 If a non-cell-head and non-sink node receives a SLOCREQ 
then it records the cell location information of the previous 

hop node in the Neighbors Table and Location Table and then 
discards the packet 

 If a sink node receives a SLOCREQ then it initiates cell-based 
broadcasting of a SLOCREP packet. Any node receiving this 

SLOCREP packet updates its Location Table accordingly 

Fig. 5. The reactive layer mechanisms of TBR 

V. PERFORMANCE OF TREE-BASED ROUTING 

In order to demonstrate the merits of the proposed 

approach of tree-based routing over a virtual grid, we 

present in this section simulation results we obtained in a 

previous study [14] on routing in mobile ad-hoc networks 

using this same approach. These results illustrate the 

attractiveness of this approach in terms of reducing 

communication overheads and increasing delivery ratios 

especially in dense networks. 

 
Fig. 6. Delivery ratio versus number of nodes 

Fig. 6 shows how the delivery ratio (probability of 

packet delivery) increases as the number of nodes in the 

network increases. As the number of nodes increases, 

more and more grid cells become occupied and hence the 

probability of finding of a routing path (sequence of 

adjacent occupied cells) from source node to sink node 
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also increases. When at least one such path exists, 

delivery of packets from source to destination will be 

successful. 

Fig. 7 shows an inverse relationship between the 

number of sensor nodes and the normalized number of 

control packets (average number of control packets per 

transmitted data packet). The number of proactive layer 

control packets (Empty-to-Non-Empty and Non-Empty-

to-Empty) decreases when the number of nodes increases 

and vice-versa. Increasing the number of nodes reduces 

the need to send these control packets because they are 

only sent when the status of grid cells changes from 

empty to non-empty or vice versa. Such changes are 

reduced when the number of nodes increases.  

 
Fig. 7. Number of control packets versus number of nodes 

VI. CONCLUSIONS 

We have presented a Tree-Based Routing protocol for 

Underwater Wireless Sensor Networks called TBR. It is 

based on building shortest path trees spanning the 

occupied cells of a virtual 3D grid representing the 

underwater region. During routing, the paths to the 

destination (sink) nodes are readily obtained from the 

constructed shortest path trees. Due to the availability of 

these pre-constructed shortest path trees, the proposed 

TBR protocol offers higher stability of the routing paths 

compared to other protocols which rely on costly reactive 

routing path establishment and maintenance mechanisms. 
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