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Abstract—This paper presents a hybrid unsupervised clustering algorithm, referred to as the Rough Fuzzy C-Means (RFCM) algorithm and Particle Swarm Optimization (PSO). The PSO algorithm features high quality of searching in the near-optimum. At the same time, in RFCM, the concept of lower and upper approximation can handle uncertainty, vagueness and indiscernibility in cluster relations while the membership function in a fuzzy set can handle overlapping partitions. To illustrate the competence of this method, a number of state-of-the-art hybrid methods (FPSO, Fuzzy-FPSO, RCM-PSO, K-means PSO) are compared through application on datasets obtained from the UC Irvine Machine Learning Repository. The reported results and extensive numerical analysis indicate an excellent performance on the proposed method.
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I. INTRODUCTION

Among pattern finding methods, i.e., summarization, association and prediction etc. [1], information clustering is of the great importance and popularity both in research and implementation. Clustering analysis is a technique aiming at grouping a set of objects, based on the similarities and dissimilarities between the data objects. Clustering can be processed in a supervised, semi-supervised and unsupervised manner and consequently it has received considerable amount of attentions from researchers.

However, the exact number of natural groups in the data is sensitivity to outliers and local maxima or minima, algorithmic complexity, and degeneracy [2], etc., are the sorts of issues that cause bottlenecks in the performance of a particular clustering technique [3]. To tackle these problems, nowadays, an amount of approaches and diverse cross-discipline theories are being proposed. Specifically, optimization algorithms are increasingly hybridized with information clustering algorithms.

Particle Swarm Optimization (PSO) was first introduced [4]. Particle optimization evolved from Swarm Intelligence (SI), PSO is one the optimization techniques which has been successfully applied as an approach to a range of clustering quests. It is a population-based metaheuristic algorithm that is inspired by the movement of individuals in a bird flock. PSO consists of a collection of particles, as well as rules to update the status of those particles. The process of updating is based on the history information of the individual and the behavior of its neighbor. Based on these intrinsic properties of PSO, recently hybridized clustering using PSO approaches have been widely and successfully applied in a range of different disciplines [5], i.e., clustering analysis [6], image clustering [7], network clustering [8], and bioinformatics clustering [9].

Research shows that natural behavior of group animals can be successfully used as an inspiration to solve clustering problems in natural systems [10]. Due to its robust ability to perform a global search, approaches such as K-means, K-Harmonic mean, Fuzzy c-means, etc., can be significantly improved with the help of PSO. Ahmadyfar proposed [11] a new method combining PSO with the K-means clustering algorithm, i.e. PSO-KM. An initial process is set up by randomly choosing k centroids, and PSO operates by searching all dimensions for a global optimization. In [12], a hybrid PSO and K-means algorithm method on document clustering is presented. The initial centroids are constructed via PSO and subsequently, the K-means algorithm continues until the termination conditions are no longer satisfied. Alternatively, a faster convergent result can be produced [13] with a low computational cost, which is based on a K-Harmonic means with a PSO-based data clustering algorithm (KHM-PSO). The hybridization approaches in fuzzy clustering problems also produce acceptable results. It is stated that [14] the clustering quality is highly correlated with the initialization of centroids in a typical Fuzzy C-Means (FCM) approach. Such approach is referred to as FPSO and it results in a better performance if centroids are initialized by PSO; traditional FCM can deal well with the fuzzy clustering problem. Additionally, a more fuzzyness, hybridized FPSO method named FCM-FPSO [15], is proposed to further reduce the minima in the objective function. Based on FPSO, this algorithm initiates an extra FCM approach to re-search the centroid space in order to reduce the possibilities of being trapped into local minima. In this manner it provides a better convergence. In addition to such an approach, fuzzy c-means algorithm based on Picard iteration hybridized with PSO (PFSO-FCM) is proposed [16] in order to overcome the drawbacks of the typical FCM.
The rough c-means approach has shown successful utilization in feature selection, in addition, in clustering analysis it can also provide good results. Rough set theory is pioneered and introduced by Pawlak [17]. Moreover, a method is proposed to combine Rough c-means with PSO [6], i.e. Rough-PSO. In this method, each cluster is modelled as rough set and PSO is employed to tune the threshold and the relative importance of upper and lower approximation of the rough set.

In this paper, we propose an efficient approach hybridized with evolutionary PSO and RFCM clustering method. We intend to contribute to the further development of hybrid methodology, in which a sensible integration of rough and fuzzy c means approach with particle swarm optimization algorithm is realized. In clustering problems, the principle of the membership in a fuzzy set enables efficient handling of overlapping partitions, the lower and upper sets of rough theory deal with uncertainty, vagueness and incompleteness in the class definition. At the same time, PSO has the characteristic to be reasonably accurate and able to avoid being trapped into local optima.

The remaining of this paper is organized in the following manner: Section 2 gives a primary overview of RFCM and PSO, respectively. The proposed rough fuzzy c-means hybridized with PSO method is illustrated in Section 3. Section 4 elaborates experimental results, and consequently we conclude the paper in Section 5.

II. PRIMARY THEORY BOUND

A. Rough Fuzzy C-Means Algorithm

The idea of dealing with uncertainty information in a dataset has led to a combination of employing both fuzzy set and rough set theory. These hybridized algorithms referred as rough fuzzy c-means (RFCM), [18]-[20] and [21], have been widely and frequently used in real life data clustering problems. In this manner, RFCM algorithm is elaborated as follows.

First, fuzzy c-means is used as a partition-based algorithm that clusters a set of n objects \( \{ x_1, \cdots, x_j, \cdots, x_n \} \) into c fuzzy centroids with \( \{ v_1, \cdots, v_1, \cdots, v_c \} \). The membership index assigned "fuzziness" characteristic of a set depicted as level of belonging, can be expressed as \( u_{ij} \):

\[
u_{ij} = \left( \sum_{k=1}^{c} \left( \frac{d_{ij}}{d_{kj}} \right)^{\frac{2}{mf-1}} \right)^{-1}
\]

(1)

where \( mf \in \{ 1, \infty \} \) is a scalar referred to as the fuzzifier for FCM algorithm and \( d_{ij} \) is the distance from object \( x_j \) to the cluster centroid \( v_i \).

Taking the advantage of FCM, the boundary domain of a cluster is roughened through incorporation with the approximation sets. The sets are characterized by the lower and upper approximations \( R(X) \) and \( \overline{R}(X) \), respectively, with the following properties: (i) an object \( x \) can be part of at most one lower approximation; (ii) if \( x \) is not a part of any lower approximation, then it belongs to two or more upper approximations; and (iii) if \( x \subseteq R(X) \) of class \( X \), then simultaneously \( x \subseteq \overline{R}(X) \). Based on the defined approximations, the R-positive and R-boundary are defined:

\[
\begin{align*}
\text{Positive}_R \text{ (in short } P_R) & = R(X) \\
\text{Boundary}_R \text{ (in short } B_R) & = \overline{R}(X) - R(X)
\end{align*}
\]

(2)

Consequently, the objective function of RFCM needs to be minimized and subsequently broken into three conditional equations [21]:

\[
J = \sum_{i=1}^{c} \sum_{j=1}^{n} \frac{u_{ij}^m d_{ij}^2}{\sum_{k=1}^{c} u_{ik}^{\frac{2}{mf-1}}}, \text{ if } P_R(v) \neq \emptyset, B_R(v) \neq \emptyset
\]

(3)

where the parameters \( \omega \) and \( \tilde{\omega} = (1 - \omega) \) are the weighting factors that are tuned to balance the relative importance between the crisp region and fuzzy boundary. Since objects lying in a lower set denote definite belongings, and will be assigned with a higher weight \( \omega \) compared with \( \tilde{\omega} \) of objects lying in a boundary set. In RFCM algorithm, each cluster is characterized by its own boundary set and lower approximation, which influences the fuzziness of the final partition. Therefore, the values of the weighting factors are given by \([0, 1]\). In one cluster, all data are grouped into either lower approximation set or boundary set via a selected attribute \( \delta \), which is practically defined as:

\[
\delta = \frac{1}{n} \sum_{j=1}^{n} (u_{oh|j} - u_{sh|j})
\]

(4)

here \( n \) is the total number of objects, \( u_{oh|j} \) and \( u_{sh|j} \) are the highest and second highest membership indexes of object \( x_j \). The meaning of \( \delta \) is to determine in a degree if one object is "close" enough to the center it belongs to. Therefore, a good clustering procedure should have a value of \( \delta \) as high as possible. According to the definitions of lower approximation and boundary set, and based on the predefined attribute \( \delta \), one object \( x_j \) can be characterized as:

\[
x_j \begin{cases} 
\in P_R(V_{ph}) \\
\notin P_R(V_{sh}) \land \delta < u_{oh|j} - u_{sh|j} \\
\notin B_R(V_{ph}) \\
\in B_R(V_{sh}) \land \delta \geq u_{oh|j} - u_{sh|j}
\end{cases}
\]

(5)
When \( \delta < u_{vij} - u_{uji} \), and \( x_j \in P_k(v_{ph}) \), meaning that the impacts of the objects in lower approximation of one cluster should be independent of in-between clusters and centroids, and should have similar influence on within-cluster and centroid. Otherwise \( x_j \in B_k(v_{ph}) \), the objects belonging to the boundary set in one cluster can also have a different influence on the other clusters and centroids. Therefore, in the RFCM algorithm, the membership index of an object belonging to the lower approximation has to be reset as \( u_{ij} = 1 \); while the object belonging to its corresponding boundary set will remain \( u_{ij} \) (according to Eq. (1)) as in FCM. The new \( i^{th} \) centroid is modified using Eq. (6), which also considers the effect of the lower and upper bounds, as well as the fuzzy membership index. In this manner, the extended RFCM algorithm is obtained via:

\[
\eta_i = \left\{ \begin{array}{ll}
\frac{1}{|P_i(v)|} \sum_{x_j \in P_i(v)} x_j & , \text{if } P_i(v) \neq \emptyset, B_i(v) \neq \emptyset \\
\frac{1}{|P_i(v)|} \sum_{x_j \in B_i(v)} x_j & , \text{if } P_i(v) = \emptyset, B_i(v) \neq \emptyset \\
\frac{1}{|P_i(v)|} \sum_{x_j \in (P_i(v) \cap B_i(v))} x_j & , \text{if } P_i(v) = \emptyset, B_i(v) = \emptyset \\
\end{array} \right.
\]

(6)

where \(| \cdot |\) represents cardinality operator, and the cluster centroid \( v_l \) is calculated by the RFCM procedure.

**B. Particle Swarm Optimization Prototype**

Particle swarm optimization is a population and generation based algorithm modelled after the movements in a “bird flock” and/or a school of fish. Sharing of experience and information of each individual that takes place during stochastic optimization in PSO procedure. Every individual (particle) in the population (swarm) of one generation is assumed to “fly”, in order to gain its own best fitness according to its neighboring individuals and prior knowledge of its former history. In this manner, the PSO algorithm maintains a swarm of candidate solutions of the optimization problem, while, each candidate solution is regarded as a particle.

When particles are flying through search space, their positions adjusted that governed by the distance from their own personal best position, as well as the global best positions adjusted that governed by the distance from each candidate solution is regarded as a particle. In a “bird flock” and/or a school of fish.

Taking both RFCM clustering and the intrinsic properties of PSO into account, we propose an efficient model-combined algorithm, namely RFCM-PSO. In RFCM algorithm, each centroid is considered a vector that updates according to an iterative operation. A representation of the centroid vectors therefore, can refer as elements in particles. In other words, the \( i^{th} \) particle \((\text{part}_i)\) can be defined as \(\text{part}_i = (v_1, v_2, ..., v_i, ..., v_c)\), where \( v_i, i = 1, 2, ..., c \) is the cluster center.

Consequently, a swarm in PSO represents an amount of candidate solutions of centroids in RFCM algorithm. Thus a fuzzy membership function and roughness definitions are assigned on every single object for its clustering decision making. For each iteration in the RFCM-PSO procedure, the centroids in clusters change and their positions are updated based on the particles. Several extra notations (cf. Section 2.B) for RFCM-PSO need to be considered before employing this algorithm:

- \( n \), number of objects;
- \( c \), number of pre-defined centroids;
- \( v_i \), vectors of centroids containing \( \text{pos}_i(t) \);
- \( \text{pos}_i(t) \), the current position of the \( i^{th} \) particle at generation \( t \); and
- \( u_{ij}(t) \), the RFCM membership index of the \( i^{th} \) object with respect to the \( j^{th} \) cluster of the \( k^{th} \) particle at generation \( t \) it belongs to.

Due to the fast convergence and tenable setup of membership index, we suggest an improvement of the performance of PSO searching algorithm, is to initialize the swarm with FCM. The fit, or in other words the objective function, is then measured and minimized by Eq. (3).
The approximation optimization of RFCM is based on Picard iteration through Eq. (1) and (6). The process calls the training of the RFCM parameters which starts by randomly choosing centroids and initiating membership in FCM. Subsequently, it progresses in approximation evaluation for modifying \( u_{ij} \) parameter. With a pre-set number of particles, the resulting centroids from RFCM are represented by particles that are given as inputs to optimization procedure of PSO. The best solution, i.e., global optimum, is looked for by a stochastic search from solution space of candidates.

In the proposed method, PSO performs as a standard optimizer in FES/iter, where FES represents the maximum amount of function evaluations allowed. Thus, time complexity cost of RFCM-PSO tends to be maximum amount of function evaluations allowed. Thus, formulating the cost function in RFCM, which is \( O(n^2) \). Furthermore, the implementation of the RFCM – PSO method is described in the pseudo-code as:

### Schema 1 Rough fuzzy c-means and PSO hybrid algorithm.

**Input:** fuzzifier \( mf \), weighting factor \( \alpha \), cluster number \( c \), \( \beta_1, \beta_2 \), \( \gamma \)

**Given:** integral generation \( g \), \( 1 \leq g \leq G \), population size \( P \), \( \omega = 0.95 \), weighting factor \( \rho \), \( \beta_1, \beta_2 \), \( \gamma \), \( \alpha \), \( \omega \), \( \rho \), \( \beta_1, \beta_2 \)

**Initializing:** stochastic centroid \( \mu \), membership matrix \( u_{ij,k} \), initial velocity, \( p_{gb} \) position of particles at generation \( g \) for each initial \( i \), \( j \), \( k \), \( t \), \( v \), \( \delta \)

**Pseudo-Code:**

\[ \text{for } t \text{ in } (1, \infty), \text{ do} \]

\[ \text{Training the RFCM parameters:} \]

\[ \text{Compute the norm distance } d_{ij} \text{ for each } i, j, \text{ and } k \text{ clusters.} \]

\[ \text{if } \delta \text{ check then} \]

\[ \text{Reset } u_{ij,k} \text{ at } t \]

\[ \text{end if} \]

\[ \text{Update new centroid as } \mu_{ij,k} \text{ per Eq. (6).} \]

\[ \text{Update } u_{ij,k} \text{ to } (i+1) \text{ via Eq. (1).} \]

**Optimization procedure:**

- **Training the personal best and global best position:**
  \[ p_{gb}(t+1) \]

- **Update** \( p_{gb}(t+1) \) and \( v_{gb}(t+1) \) for each particle using Eq. (7) and (8).

- **Convergence check; break**

\[ \text{end for} \]

### IV. EXPERIMENTAL RESULTS

**Table I: RFCM-PSO Parameter Settings**

<table>
<thead>
<tr>
<th>Parameter settings</th>
<th>Clustering</th>
<th>( mf = 2 )</th>
<th>( \omega = 0.95 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimizing ( \alpha )</td>
<td>( \beta_1 = \beta_2 = \sqrt{2} )</td>
<td>Population = 10</td>
<td>Generation = 50</td>
</tr>
</tbody>
</table>

The main objective of this section is to assess relative performance of clustering technique hybridized with particle swarm optimization algorithm. The algorithms that are compared with proposed method are: k-means PSO (K-PSO) [11], fuzzy c-means PSO (FPSO) [14], fuzzy c-means and fuzzy PSO (FCM-FPSO) [15] and rough c-means PSO (RPSO) [6]. All the methods are coded and implemented in the Matlab 2014a environment running on an Intel (R) Core (TM) i7-3770 (CPU 3.4GHz, 16GB RAM) machine. In practice, our input parameters produce with higher performance compared to other settings. We kept the input parameters constant across all runs (cf. Table I). To analyze the clustering performance of our method, two indices are introduced in the next subsection.

#### A. Quantitative Measurement

The problem of validation in a clustering algorithm is an important consideration since all of its applications have their own sets of partially successful validation scheme. None of any separate index can comprehensively depict the performance of these clustering algorithms [22] of unlabelled data. After conducting a study in several indexes that are used for performance validation, we propose:

**Dunn’s Index:** Given by [23] is:

\[
Dunn = \min_f \left\{ \min_{k \neq j} \left\{ \frac{d(v_j, v_k)}{\max_i \Delta(v_i)} \right\} \right\}
\]

**Davies-Bouldin Index:** Introduced in [24] is:

\[
DB = \frac{1}{c} \sum_{j=1}^{c} \max_{k \neq j} \left( \frac{S(v_j) + S(v_k)}{d(v_j, v_k)} \right)
\]

Validation standard build: the higher the similarities in within-cluster and dissimilarities in between-cluster, the lower the DB value will have; the well-separated the clusters are, the larger the Dunn index will obtain.

#### B. Validation of Clustering Algorithm

The PSO-combined algorithms have been applied on several bench mark datasets obtained from UCI repository, which cover a range of different type of problems in information science.

Five algorithms are implemented and applied on these datasets (i.e. Table II), and the quality of each algorithm is investigated. The particular test dataset is Iris, with different pre-set cluster numbers, namely cluster = 2 and cluster = 3. The Iris dataset represents a four-dimensional structure that contains 50 samples in each of the three flower categories. One of the three clusters, Iris setosa, is well separated with the other two, while there are some overlaps within the Iris virginica cluster and the Iris versicolor cluster. We have setup a separate test of the different partition strategies.

**Table II: Attribute of Selected Datasets**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Feature</th>
<th>Instance</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td>Glass</td>
<td>9</td>
<td>214</td>
<td>7</td>
</tr>
<tr>
<td>CMC</td>
<td>9</td>
<td>1473</td>
<td>3</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>178</td>
<td>3</td>
</tr>
<tr>
<td>WBCD</td>
<td>30</td>
<td>569</td>
<td>2</td>
</tr>
</tbody>
</table>

Performances of different algorithms are depicted in Fig. 1. This shows that RFCM-PSO has better results by having the lowest DB index and the highest Dunn index.
in case of Cluster = 2 and Cluster = 3. An evident difference of the Dunn value occurred in case Cluster = 3. This which is a result of the fact that our method outperforms the others while dealing with overlapped clustering problem. The likely range of variation is coherent and acceptable compared to the four clustering methods in our evaluation. Additionally, the interquartile ranges (IQR) of FPSO and FCM-FPSO are smaller in the relative sense compared with RFCM-PSO. This is because in fuzzy c-means, the membership of an individual is inversely related to the relative distance from every centroid, thus tenable results of FCM-/FPSO can be obtained in a dataset of low dimensions. Nonetheless, it is very sensitive to noise and outliers and it will easily fall into local optima when confronted with dataset of higher dimension.

In the Iris dataset, there are two overlapping clusters of the three clusters in total, this may sometimes result in a clustering of just two clusters. An efficient classifier (the clustering algorithm in unsupervised learning), however, should be able to identify the boundless and vague features classes. As an example, in Fig. 2, it is shown as scatterplots depicting the different views of feature. It is observed that the three different Iris species, through inspection of the flowers can be well categorized using sepal width, sepal length, petal width and petal length.

Fig. 3 shows an example of the performance on RFCM–PSO and FPSO in the Iris dataset by minimizing the distance error of all the contained objects, considering cluster = 3. For all algorithms 100 independent runs per generation have been performed. Recorded in every generation steps, the distance error shows the convergence of particles in a single swarm. The Distance Error (DE) is calculated by the mean distance deviation of every single object to the centroid it belongs to after clustering.

![Fig. 1. Box – plot of investigated algorithm on Iris dataset (left: DB Index and, right: Dunn Index, Cluster = 3.)](image)

![Fig. 2. Scatter plot result of RFCM – PSO on Iris (Cluster = 3, feature = 4).](image)

![Fig. 3. Scatter plot of RFCM – PSO on Iris (Cluster = 3, feature = 4).](image)

Depicted in Fig. 3, the proposed RFCM – PSO outperforms the prevalent FPSO in terms of the smaller mean DE error in every generation, lower IQR, faster convergence speed and less outliers.

A well-performed clustering algorithm does not only support on its property of anti-noise or the resultants of less outlier in clusters, but also on its capability of sampling scale-invariance. Applications of most clustering algorithms provide plausible results only on low dimensionality and small population dataset. The handling with sparse and skewed distributions of the samples in a certain clustering space remains a challenge. When sampling scale in a research population, is relatively small then, the higher the dimension of the attributes, the less accuracy and efficiency of the clustering algorithm will perform. Given the definition of
DB Index and Dunn Index, the value of both DB and Dunn should be invariant in spite of a change in the of sampling scale since they have the same overall population. In other words, when different selection of a subset of individuals from within one same research population takes place, as the estimation of the performance of the clustering algorithm, DB and Dunn Index should produce stable results.

The CMC dataset (cf. Table II) is employed to test the capacity of scale-invariance of each algorithm. We utilize five different scales in the sampling population, i.e. of 300, 600, 900, 1200 and the full population of 1473 instances. To assess a valid estimation of median and to derive acceptable standard errors from a complex and high-dimensional population, the bootstrapped sampling approach is being used. For each different scale, 100 bootstrap runs have been independently applied. The results for each run are summarized and calculated in terms of their max- and minimum, average value and standard deviation. From Table III, one can be seen that the smallest standard deviation of DB and Dunn values are observed on the proposed RFCM – PSO. This result draws a conclusion that the proposed method has acceptable and steady clustering results when sampling scale are differentiated, although skewed and sparse distribution of sample instances are encountered.

In Table IV, the performance of the different PSO hybridized clustering algorithms on the selected benchmark datasets are compared in terms of DB and Dunn index. For all five benchmark sets, every separate algorithm is applied and the value of DB and Dunn are computed respectively. Since the KPSO algorithm produces non-convergent results in the DB and Dunn value of the Glass and Wine datasets, thus these have not been included in Table IV. The results reported here, however convincingly confirm that the proposed method conducts more promising compared to the recognized methods.

### Table III: Scale Invariant Evaluation Results on Iris Dataset

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>(DB_{\text{max}})</th>
<th>(DB_{\text{perc}})</th>
<th>(DB_{\text{std}})</th>
<th>(Dunn_{\text{min}})</th>
<th>(Dunn_{\text{perc}})</th>
<th>(Dunn_{\text{std}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>KPSO</td>
<td>0.1457</td>
<td>0.1027</td>
<td>0.2835</td>
<td>13.4826</td>
<td>14.3864</td>
<td>0.9336</td>
</tr>
<tr>
<td>FPSO</td>
<td>0.0594</td>
<td>0.0958</td>
<td>0.0820</td>
<td>20.4155</td>
<td>20.6475</td>
<td>0.1453</td>
</tr>
<tr>
<td>FCM - FPSO</td>
<td>0.0595</td>
<td>0.0592</td>
<td>0.0817</td>
<td>20.3119</td>
<td>20.5035</td>
<td>0.1409</td>
</tr>
<tr>
<td>RPSO</td>
<td>0.0590</td>
<td>0.0586</td>
<td>0.0789</td>
<td>19.4677</td>
<td>19.9972</td>
<td>0.3349</td>
</tr>
<tr>
<td>RFCM - PSO</td>
<td>0.0547</td>
<td>0.0542</td>
<td>0.0757</td>
<td>21.3450</td>
<td>21.4935</td>
<td>0.0867</td>
</tr>
</tbody>
</table>

### Table IV: Scale Invariant Evaluation Results on Iris Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>KPSO</th>
<th>FPSO</th>
<th>FCM - FPSO</th>
<th>RPSO</th>
<th>RFCM - PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>DB</td>
<td>Dunn</td>
<td>DB</td>
<td>Dunn</td>
<td>DB</td>
</tr>
<tr>
<td></td>
<td>0.241</td>
<td>3.130</td>
<td>0.248</td>
<td>3.567</td>
<td>0.245</td>
</tr>
<tr>
<td>Glass</td>
<td>-</td>
<td>-</td>
<td>0.648</td>
<td>0.125</td>
<td>0.644</td>
</tr>
<tr>
<td>CMC</td>
<td>0.0732</td>
<td>15.405</td>
<td>0.0594</td>
<td>20.615</td>
<td>0.0592</td>
</tr>
<tr>
<td>Wine</td>
<td>-</td>
<td>-</td>
<td>0.00129</td>
<td>472.4</td>
<td>0.00129</td>
</tr>
<tr>
<td>WBCD</td>
<td>0.0127</td>
<td>18.8</td>
<td>0.00476</td>
<td>297.6</td>
<td>0.00476</td>
</tr>
</tbody>
</table>

### V. Conclusion

In this paper, we have briefly discussed the evolution of clustering techniques based on Particle Swarm Optimization. A literature survey revealed that there is an enormous increase in the popularity of PSO based clustering techniques. A review of the rough and fuzzy clustering technique is introduced. We use this to present
a novel and efficient hybrid method, namely the Rough Fuzzy C-means and PSO (RFCM - PSO) clustering approach. The performance of our method is compared with the K-means PSO (KPSO), Fuzzy PSO (FPSO), Fuzzy C-means FPSO (FCM - FPSO) and Rough PSO (RPSO) algorithm. The reported results show that our state-of-the-art approach outperforms the rest of the methods in terms of its efficiency, reliability and solution quality which based on geometrical DB and Dunn Index.

The contribution of this paper is in developing a hybridized methodology, which carefully integrates rough and fuzzy c-means approach and particle swarm optimization algorithm. In a clustering problem, the membership of fuzzy set enables efficient handling of overlapping partitions, the lower and upper sets of rough theory deal with uncertainty, vagueness and incompleteness in class definition; while PSO has a tenable quality to be more accurate in searching a best solution from candidate sets as well as avoiding being trapped into local optima.
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