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Abstract— Dynamic virtual machine migration is a key 

technique technology in the cloud computing, an algorithm is 

proposed in this thesis, which is a dynamic resource scheduling 

based on minimum load imbalancing measurement. First of all, 

load balancer in scheduler judges the overload phenomenon; we 

need to migrate VM (Virtual Machine) on physical machine. 

Then, according to the records in load balancer, we calculate the 

load imbalancing measurement of the other entire working PM 

(physical machine) relative to the overload host. Choose the PM 

which has the minimum load imbalancing measurement as 

candidate host. Simulation results indentify this algorithm is 

able to realize efficient load balancing, acquire an optimal 

resource utilization of cloud computing system and maintain a 

low level of load imbalancing. 
 
Index Terms—Cloud computing, virtual machine, resource 

scheduling, dynamic migration, load balancing, QoS 

 

I. INTRODUCTION 

Cloud computing [1] is a service model, which is 

calculated based on the shared network resource pool can 

be configured (including network, physical storage, 

applications, and services, etc.) and be convenient, on-

demand access to. The emergence of cloud computing 

platform make computing resources like water and 

electricity and used by ordinary users, and there is no 

doubt that this technology will bring huge benefits to the 

majority of enterprises. Now, many companies have 

launched commercial cloud computing platform, such as 

EC2 [2], Google's App Engine [3], as well as Microsoft's 

Azure Amazon [4], and so on. This paper mainly studies 

IaaS [5] layer, and virtual machine placement is the key 

issue of IaaS, including the initial placement of virtual 

machine placement and dynamic migration. In cloud 

computing platform, computing nodes often result in the 

need to migrate the virtual machine deployed on the 

failed node because of overload or accidental failure, 

witch in order to ensure the reliability of the entire cloud 

platform runs. In cloud computing, how to perform live 

migration of virtual machines quickly and effectively, 

making cloud computing platform obtain higher high 
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resource utilization, while ensuring the reliability of 

cloud platforms, it Is a hot and difficult point of current 

cloud computing research [6]. 

  In recent years, many studies have focused on the 

cloud cluster load balancing problem [7], and present a 

number of efficient algorithms. In Literature [8], it put 

forward a method of migration of minimum cost of 

virtual machine placement. The algorithm consider the 

dynamic virtual machine resource allocation continuing 

change and migration cost constraints, and consider the 

cost of migration problems during the process in the 

initial configuration and  migration of virtual machines, 

to achieve the ultimate high resource utilization and 

steady service quality. However, this algorithm had 

considered only one CPU computing resources, and cloud 

computing resources in the resource pool have a multi-

dimensional attributes. In Literature [9], it proposed a 

virtual machine scheduling method based on genetic 

algorithms, which can achieve the desired load balancing 

state, and ensure minimal virtual machine migration 

overhead, but the algorithm ignores the impact created by 

data center resource utilization and Energy consumption 

closely related parameters, so the Consideration is not 

comprehensive enough. In Literature [10], it proposed a 

resource allocation mechanism, which is based on the 

migration time maintaining a minimum, while also 

minimizing the number of the number of virtual machines 

migrate virtual machine migration strategy. The 

algorithm takes into account the resource utilization CPU, 

RAM and network bandwidth, but did not consider the 

cluster physical resources. In Literature [11], it proposed 

a virtual machine live migration strategy, which 

combines the performance prediction algorithm. 

According to the average usage of CPU, memory, I/O and 

network bandwidth, the algorithm makes a series of 

judgments about the virtual machine migration. Such as 

whether the migration is triggered, which VMs should be 

migrated, and virtual machines are migrated to a witch 

physical machine, etc. However, this algorithm relies on 

statistical analysis of historical data heavily, therefore, it 

requires a relatively long time to obtain statistically valid 

data, and then start the optimization procedure. In 

Literature [12], for low load physical machine in cluster, 

it propose a virtual machine migration approach, which is 

to make these physical machines into sleep mode by 

migrating all the underutilized VMs on some physical 

machines. In order to ensure the load balancing of the 
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system and save energy costs. But the cloud platform has 

the characteristics of random assignment request and a 

physical machine load real-time dynamic changes, it will 

lead to frequent physical machine ON and OFF. It can be 

seen that as to the current cloud computing for how to 

migrate virtual machines dynamically to achieve load 

balancing cluster problems, we proposed many efficient 

algorithms, but most algorithms are still significant 

deficiencies to be further improved. In cloud computing 

resource scheduling process [13], taking into account the 

re-deployment of virtual machine migration and 

integrated nature of the host is a big difficulty. Because 

the task's requests are random and physical machines 

have real-time dynamic load, we migrate all the virtual 

machines from the cluster of low load physical machine 

to close zero load physical machine which may cause 

frequent physical machine ON and OFF. So this paper 

proposed the virtual machine migration algorithm which 

focuses on how to exceed load threshold high load 

physical machine virtual machine live migration. This 

paper has made improvements in the following two 

aspects: 

Traditional load balancing algorithms [14] only pay 

attention to one aspect of different load of the physical 

machine. In this paper, we also consider the CPU, 

memory and Multidimensional attribute of band width. 

It make judgment according to the relatively 

unbalanced degree of physical machine load and choose 

the physical machine which has the lowest degree of 

relative load balancing to make the virtual machine 

migration redeployment, to achieve load balancing, and 

can effectively improve the system resource utilization 

and guarantee a certain QoS [15]. 

II. S PROBLEM DESCRIPTION 

Firstly, build a cloud system model shown in Fig. 1. 
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Fig. 1. Cloud system model 

The Cloud System Model constructed in this paper, 

including a dispatch center, a data center and a 

monitoring center. There is a central task buffer queue in 

task cache of the dispatch. Assuming that customers in 

the cloud system according to the actual needs request to 

create a virtual machine in a physical machine, each 

request is known for a "task", and these tasks are stored 

in the cloud client based on the central task of the cache 

queue. Dispatch centers also have a load balancer, which 

periods T as a unit, to keep track of every single physical 

machine all load information (dynamic load parameters) 

[16]. The load memory in monitoring center is used to 

store the load information of each physical machine. 

Combined with the load balancer’s information, 

according to the optimization algorithm, the task 

dispatcher of the dispatching center assign tasks to the 

relative load imbalance of the smallest physical machine. 

The physical machine instead of PM and single PM is 

Marked by
rPM , and 1,2,3r R . The resources of 

the physical machine on PM is defined as I dimensional, 

and the amount of host's resources is represented by
riN , 

and 1,2,3i I . As we know, cloud computing 

resources include CPU, memory, bandwidth, storage 

space, etc., and we use i to represent the dimension of 

computer resources to keep generality. 

In this paper, we take the multidimensional attribute of 

computing resources into account. And select the 

minimum relative degree of load imbalance to do virtual 

machine migration and redeployment, according to the 

physical machine load's relatively uneven degree. 

III. RELATIVE LOAD IMBALANCE SCHEDULING 

ALGORITHM 

In the cloud system of this paper, the task can be 

completed within a period of time (T). The information 

storage of load balancer is used for storing the physical 

machine load information of the time S and S-1. First, for 

the physical machine under normal operation in cloud 

system, the system needs to determine whether there is 

overload in physical machine. If there is overload, we 

need dynamic migration running virtual machine in the 

physical machine. 

For one physical machine, the average utilization of 

the 
rPM is ( riw ) in time T. The total amount of i classes 

computing resources of each physical machine is ri  in 

cloud system, then the load average value of i classes 

computing resources is:

                              
ri ri

i

ri

w

w









                        (1) 

E is relatively small constant, the load warning value is 

                                      i iE                                (2) 

On the basis of the determination of the state of the 

physical machine in cloud system according to the alarm 

threshold set in advance, if the load exceeds the alarm 

value, the dispatching center will need to adopt a 

scheduling algorithm to dynamically migrate the virtual 

machines [17]. Suppose that the overload phenomenon of 

761

Journal of Communications Vol. 10, No. 10, October 2015

©2015 Journal of Communications

YSTEM ODEL AND M



the physical machine 
rPM  occurs in this period S, it’s a 

need for making the virtual machine 
rPM  migration. 

Then, based on the load information of 
rPM  in the last 

time S-1, all the load information of other normal 

operation servers can be calculated into the following 

formula,  

                              
1

I
i ri ri

r

i mi mi

a C N
B

C N

                          (3) 

In this formula, 
rB represents the load relative physical 

machine relative load imbalance degree of the physical 

machine
rPM . riC  represents the average utilization of 

computing resource of the normal operation physical 

machine 
rPM at the time of S-1. Such as CPU, memory, 

and so on the average utilization rate. riN  represents the 

capacity of the computing resources of the physical 

machine
rPM . miC is the average utilization rate of  the 

overloads physical machine resources at time S-1, and 

miN  is the resource capacity of the overload physical 

machine at the time of S-1. ia  represents the weighting 

factor of computing resources. The initial value is 1, you 

can appropriately increase or decrease the value of ia  to 

emphasize or weaken the load requirements of resource, 

depending on the different emphasis in the process of 

instantiate establishment of the cloud platform.  

Therefore, after using the formula (1) can be derived 

the load information ratio of all running servers in cloud 

platform to the reference physical machine, the 

dispatching center will select the physical machine with 

relatively minimal degree of load imbalance as an 

alternative host to migrate the virtual machine. 

After selecting the alternate host, the need will be for 

further study of the load state of the alternative. 

Combined with requirements of the task, the alternate 

host will be selected as host of the eventual deployment 

of virtual machine under the circumstance that the 

alternative host will not be overloaded after virtual 

machine migrated to the alternative host. Assuming that 

the demand for the necessary resources to migrate virtual 

machines is an I-dimensional vector, each dimension 

represents the demand for each item of computing 

resources, as follows: 

              1 2, , 1,2,3i IH h h h h i I          (4) 

The load information of alternative host at time S got 

from the storage of load information is still written in 

vector form: 

       1 2, , 1,2,3available

ri i IN n n n n i I     (5) 

Compare the size of 
ih  with 

in , and 
i ih n , 

1,2,3i I . 

Through the check on the alternate host according to 

the above constraints to, if the above conditions are not 

satisfied, we can select the host with the smallest degree 

of relative load imbalance as the alternate host except that 

host. It will be checked again according to the constraint 

till we can select the appropriate alternative host to make 

dynamic migration of virtual machine.  

In this algorithm, the embodied ideas are as follows:  

Firstly, determine the load or overload according to the 

load information of host to perform the live migration of 

virtual machine.  

Secondly, select the host with the smallest relative 

degree of load imbalance as the alternate host to make the 

conduct of virtual machine migration according to the 

relative load imbalance degree calculated from the load 

information of this host and other normal operating hosts.  

Finally, detect the resource capacity of the alternate to 

select the one co; forming to criteria to make the 

migration of virtual machine; otherwise, re-select the host 

with the smallest relative degree of load imbalance from 

the other hosts except the hosts have been checked. It will 

be checked again according to the constraint till we can 

select the appropriate alternative host to make dynamic 

migration of virtual machine. 

The algorithm in this paper is presented as follows: 

Algorithm: Minimum relative degree of load 

imbalance scheduling algorithm. 

1) At Time S, we determine the physical machine 

appear overload phenomenon, you need to make the 

dynamic migration of virtual machines from the physical 

machine. 

2) Get the load information at time S-1 of this physical 

machine and other normal running physical machines. 

3) Calculate relative degree of load imbalance 

scheduling algorithm of all the normal operation of the 

physical machine relative to the load and overload to the 

physical machine. 

4) Select the physical machine with the smallest degree 

of the relative load imbalance as an alternative host from 

the item 3. 

5) Check on the alternate host in item 4 according to 

the constraints to, if the above conditions are not satisfied, 

we can select the host with the smallest degree of relative 

load imbalance as the alternate host except that host. It 

will be checked again according to the constraint till we 

can select the appropriate alternative host to make 

dynamic migration of virtual machine. 

IV. SIMULATION 

In this paper, we use the simulation experiment 

CloudSim [18] to simulate cloud computing environment, 

and all experiments are been configured as a 64-bit X86 

processor, 32G memory, hard disk space on the server 2T. 

In this test, we do experimental analysis according to the 

CPU, memory, and bandwidth.  
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We create three different types of physical machines in 

a data center in CloudSim platform, these three physical 

machine’s configuration is as follows:   

TABLE I: PM CONFIGURATION 

Type                          PM1    PM2    PM3 

CPU/GHz                12       24      32      

MEM/GB                16       24      32 

Band Width/MB      100    150    200 

 

In this test, the virtual machine creation types are six 

kinds, they were randomly assigned with equal 

probability to create a virtual machine tasks. Virtual 

machine configuration as follows: 

TABLE II: VM CONFIGURATION   

Type        CPU/GHz    MEM/GB    Band Width/MB 

VM1              2                   4                 4 

VM2              4                   8                 8 

VM3              3                   9                10 

VM4             16                 12               20 

VM5             20                 24               32 

VM6             24                 32               64 

 

It is not easy to simulate virtual machine migration 

environment  on Cloud Sim platform needed for this to 

simulate cloud platform by adding loads such as the 

probability of a random batch jobs and batch jobs long 

time to adjust. Modify CloudSim the Datacenter Broker 

module, every 10s tasks randomly added to the virtual 

machine. The addition of random factors, so the load is 

not stable, there will be fluctuations. Different virtual 

machines and the host via the monitor data are detected, 

at the same time the monitoring is not the same. The 

simulation will be automatically terminated when the 

process is completed all the tasks, and therefore modify 

the simulation end of the flag. When there is no task, it 

does not close the physical and virtual machines revoked. 

In this paper, in order to verify the effectiveness of the 

algorithm, experiments will conduct comparative tests in 

the following three aspects. 1. Request a different number 

of tasks, the number of virtual machine migration. 2. a 

different number of task request, the utilization of 

computing resources within the system. 3. Before and 

after the virtual machine migration, the system load is not 

balanced contrast. Through the above three comparison 

test, to prove that the algorithm proposed in this paper has 

the advantage that it is effective. 

In Experiment 1, the number of tasks to perform the 

same number of virtual machine migration point of view, 

to compare the scheduling algorithm proposed in this 

paper, the minimum cost migration scheduling algorithms 

and random scheduling algorithm [19]. According to the 

number of tasks, such as probability distribution, this will 

ensure that the virtual machine instance is created for 

each type of request for the same amount. Monitors and 

load balancers data collection interval is 5 seconds. The 

results shown in Fig. 2: 

  
Fig. 2. The number of tasks in different number of virtual machine 

migration 

The above analysis shows that the Random Scheduling 

Algorithm widely used in the commercial cloud platform 

has little actual migration of virtual machines when in the 

small number of tasks, due to the more opening physical 

machines, but when the numbers of tasks increase, it 

becomes poor and need more virtual machines to be 

migrated. This is because of the uneven distribution of 

the lead load in the cluster. Compared to the minimum 

cost of migration algorithm, the algorithm proposed in 

this paper can be found small performance gap to it. This 

is because these two algorithms to choose the timing of 

the virtual machine to a physical machine selection are 

load exceeds a threshold value to determine, and have 

focused on maintaining a balanced overall load. When a 

task requests a smaller number, these two algorithms to 

ensure the system load balancing, and physical host 

overload occurs can be kept in a small number. When the 

number of tasks increases, the virtual machine migration 

increased because of the virtual machine can deploy the 

limited physical host and calculate the effective 

utilization of the resources are limited. 

In Experiment 2, to consider the request of different 

tasks, it compares the effects of three types of scheduling 

algorithms for average system resource utilization. The 

results shown in Fig. 3: 

 
Fig. 3. The average system resource utilization with different tasks 

number 

Above the simulation results we can found the average 

utilization rate of resources through this paper is much 

higher than the minimum cost of migration algorithm and 

stochastic algorithms. When the initial operation, the load 
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is not a minimum migration expense algorithm proposed 

in this paper to improve the system and the resulting 

resource utilization approximation algorithm, but the 

running time is increased when the load increases, and 

the resulting algorithm average resource utilization has 

proposed significantly improved. This is because when 

there is a physical machine after overload proposed 

algorithm before migrating a virtual machine, and select 

the system is relatively minimal degree of load imbalance 

host migration as the destination host to ensure that the 

load balancing system; The minimum load during the 

migration process migration algorithm considers only the 

largest of the target host resource utilization, overall 

system resource utilization was not considered. This 

shows that, in consideration of the system and load-

balanced conditions, the proposed algorithm in the 

implementation of a number of tasks, can significantly 

improve the utilization of system resources, enhance the 

performance of the entire cloud system. 

In Experiment 3, the probability of randomly generated 

request six types of virtual machines, and gradually 

increase the number of tasks, view the system load 

changes without equalization degrees. The results shown 

in Fig. 4: 

  
Fig. 4. The inequality of the virtual machine before and after migrate 

From the chart we can clearly found that after the 

proposed method after virtual machine migration, load 

imbalance of the whole system has been significantly 

reduced. This is because prior to migration, there is a 

system load imbalance, some physical machine long 

period of high load state, and some of the physical 

machine but a large number of idle resources. After the 

virtual machine migration, the entire system to achieve 

efficient load balancing, resource utilization increased, 

resulting in the utilization of each resource variance to 

solve the inequality is lower. 

V. CONCLUSION 

Studying the pros and cons of resource scheduling 

algorithms mentioned by Scholars at home and abroad ,It 

is theoretically reveals how to achieve a condition in the 

cloud system under the condition of guaranteeing QoS 

and load balancing, the normal operation of the system is 

relatively Overload physical machine hosts are not 

relative load equilibrium is minimum. Meanwhile, 

Through CloudSim simulation platform, from the 

experimental point of view, It has obvious performance 

advantages for random scheduling algorithm used in 

commercial cloud platform, high resource utilization and 

load the inequality remained at a low level. 

In future work, it is main task to put the scheduling 

algorithm used in this paper into commercial cloud 

platform in the load balancing process. Such as 

CloudStack, for further test the possibility of practical 

application of the algorithm. 
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