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Abstract—Geographic routing is recognized as an appealing 

approach to achieve efficient communications with low 

computational complexity and space cost. In order to apply this 

technology in Cyber-Physical Systems (CPSs), a comprehensive 

consideration must be given to performance issues such as 

throughput, delay, and load balance. In this paper, we provide a 

new routing scheme based on forwarding packets to multiple 

geographic directions. The proposed routing protocols are 

studied and analyzed theoretically. Theoretical bounds of 

throughput, delays and space cost are presented. Simulations 

show that our method performs more efficiently than traditional 

geographic routing schemes in terms of throughput, delay, and 

load balance with acceptable space cost. Our experiments also 

verify the tradeoff between performance metrics. 
 
Index Terms—Geographic routing, protocol, cyber-physical 

systems, multi-direction routing 

 

I. INTRODUCTION 

With the emergence of Cyber-Physical Systems (CPSs), 

wired or wireless network becomes an infrastructure to 

connect embedded and mobile devices [1]. At the same 

time, the rapid development of localization technologies 

for indoor or outdoor environments makes it possible to 

obtain geographic information from mobile devices. 

Geographic routing [2]-[4], which utilizes physical 

locations of entities to deliver messages, becomes a 

promising way to provide robustness, energy saving and 

low cost for large-scale CPS networks. 

In most cases, applications in CPSs ask for good 

performance in terms of throughput, end-to-end delay, 

load balance, and guaranteed delivery of messages. These 

issues were not fully studied in previous research of 

geographic routing. In addition, most of the existing work 

on geographic routing focuses on only one or two of these 

issues. However, these performance issues must be 

considered comprehensively in order to meet rigid 

requirements of CPS network. In this paper, we provide a 

new geographic routing scheme that takes into account all 

of the above performance issues. The purpose of our 
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method is to use acceptable space cost to achieve good 

performance.  

Our strategy is to provide a new geographic routing 

scheme, which will forward packets to multiple 

geographic directions (Multi-Direction Routing, MDR for 

short). After assigning multiple directions to a network, 

nodes are sorted into global sequences in each direction. A 

delivery guaranteed protocol is proposed to send/receive 

messages based on the idea of virtual links. Based on this 

protocol, an efficient adaptive forwarding method called 

minimum angle policy is presented. The difference 

between MDR protocol and other existing geographic 

rouing protocols is presented in Section 2. 

We apply theoretical bounds on throughput, end-to-end 

delay, stability and the space complexity of the proposed 

routing protocol. From our analysis, we prove that 

throughput that is achieved by our method is polynomially 

proportional to the number of directions assigned to a 

network, while end-to-end delay that is achieved is the 

opposite. Also, space complexity of the proposed protocol 

is the same as that of the classical Shortest Path Routing 

(SPR) protocol.  

When we compare the performance of our approach 

with several typical routing schemes, the experimental 

results show that our method performs much better in 

terms of throughput, end-to-end delay and load balance. 

Moreover, our method can achieve good performance with 

acceptable space cost. In addition, we provide a 

classification for geographic routing schemes that reveal 

cost-performance tradeoff in different routing methods. 

That is, higher space cost may bring more improvements 

on performance and vice versa. This insight will be 

helpful for choosing a proper routing scheme when 

various limitations in CPS applications are considered.  

Our study has been organized as follows: Section II 

gives the related work including a classification on 

existing geographic routing schemes; Section III presents 

the details of the routing scheme proposed; Section IV 

offers theoretical analyses on throughput, end-to-end delay, 

stability and space cost; Section V compares our approach 

with other classical routing methods; and our conclusion is 

in Section VI. 

II. RELATED WORK 

doi:10.12720/jcm.9.7.521-534 
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We provide a classification of existing geographic 

routing schemes to investigate merits of our proposed 

method. Basically, geographic routing schemes can be 

classified into two types: protocols with space cost and 

protocols without space cost. The former type needs to 

record route information. The later one only needs to 

know location information of neighbors of a node. On the 

other hand, according to their forwarding policies, 

geographic routing schemes can also be classified into 

adaptive forwarding and static forwarding. The former can 

dynamically change policies in the forwarding process; 

while the later one determines the policy once a message 

has been sent out. Based on the above analysis, we 

provide a classification in Table I. 

Table I: A CLASSIFICATION OF GEOGRAPHIC ROUTING METHODS 

Routing 
Protocols 

Forwarding methods 

Static Adaptive 

With space 

cost 
I. [2, 3, 5, 6, 7, 8, 9, 10, 11] II. Our work 

No space 

cost 
III. [4, 12, 13, 14, 15, 16, 17, 

18, 19] 
IV. [20, 21, 22, 23, 24] 

 

The Class I includes the works [2], [3], [5]-[11] on the 

category of face routing, while Class III includes the 

works [4], [12]-[19] on the category of graph embedding. 

Both types adopt the idea of greedy forwarding. A well-

known problem of this strategy is that packets may get 

stuck in a local minimum unfortunately when no 

neighbors are closer to the destination. To solve this 

problem, face routing planarlizes the network graph and 

forward packets along a sequence of adjacent faces 

towards destinations. It is obvious that this approach needs 

additional storage cost [4]. Graph embedding will assign 

virtual coordinates to nodes to ensure greedy forwarding 

always success. By this means, it does not need to record 

any route information. Though both methods need no or 

little storage space, their performance suffers from low 

throughput or long end-to-end delays. Actually, the nature 

of face routing is to cut some links to achieve guaranteed 

deliveries, which will seriously decrease the bandwidth 

capacity. For graph embedding, inconsistency of virtual 

coordinates and physical locations may bring remarkable 

transmission delays. 

The work of Class IV also adopts routing protocols 

with no space cost. Typical methods of this class include 

[20]-[24]. For example, in [22], randomized 

approximations to throughput optimal routing were 

studied. The approach has no significant loss in 

throughput. It also has good load-balancing properties 

without compromising latency. However, this method uses 

multiple copies of packets during transmissions to avoid 

any cost on routing tables. Apparently this will place a 

heavy burden on network traffic. The feature of zero space 

cost makes this approach unable to guarantee delivery of 

messages, which is a must-have function in many 

circumstances.  

We provide a new geographic routing scheme, which 

belongs to Class II. Compared with the work of Class I 

and III, our method can achieve better throughput, end-to-

end delay and load balance with acceptable space cost. 

The extra space cost also enables our method provide 

guaranteed delivery of messages, which is lacking in 

routing schemes in Class IV. 

III. MULTI-DIRECTION ROUTING SCHEME 

In this section, we will first introduce steps of our pro-

posed routing scheme. Then the formal routing protocol 

is presented and correctness of this approach is proved.  

Similar to geographic routing schemes in [2]-[4], our 

approach (called Multi-Direction Routing, MDR for short) 

also uses geographic positions of nodes to deliver packets. 

However, MDR has remarkable differences from previ-

ous geographic routing methods: 

A. Assigning Multiple Directions to a Network 

Firstly, we can assign multiple directions to a network. 

The direction space of a node is splitted equally by each 

direction. The bisector of the angle between two neighbor 

directions is the dividing line for the splitted direction 

space. In Fig. 3.1, the dashed line between direction 1 and 

2 is the dividing line. When a packet is forwarded in an 

orientation with the smallest angle to a special direction 

such as direction 1, it is said the packet is forwarded to 

direction 1.  

 
Fig. 3.1. An assignment with 4 IDPs or 8 directions. 

A requirement of this assignment is that any 

direction’s inverse direction must be included. We call 

such a pair of directions as Inverse Direction Pair (IDP for 

short). In Fig. 3.1, the direction 2 and 6 must be assigned 

as an IDP at the same time. Therefore, assigning one IDP 

can achieve mutual communications for any node pair 

since any node can send packets to its subsequent and 

front nodes by two inversed directional sequences (e.g. (3-

1) and (3-2) in Section 3.2). If a 2D plane is divided 

equally by IDPs, we say these IDPs construct an even 

assignment. Fig. 3.1 shows a 2D plane splitted by 4 IDPs 

equally. 

B. Global Sorting on Geographic Directions 

The nodes are sorted into a sequence according to their 

coordinate projections on geographic directions. For ex-
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ample, in Fig. 3.2, there are seven nodes n1, n2, , n6 and 

n7 in a 2D plane. Denoting their projections on the direc-

tion j as 
1s , s2,, 6s  and 

7s . According to the numerical 

order (from small to large) of projections, we get a se-

quence as follows (such a sequence is called directional 

sequence): 

     1 2 3 4 5 6 7n n n n n n n               (3-1) 

Denoting the inverse direction of the direction j as j , 

we get a directional sequence for j: 

1 2 3 4 5 6 7n n n n n n n                (3-2) 

The direction j and its inverse direction j  compose an 

IDP. 

 
Fig. 3.2. An example of multi-direction routing 

If any two adjoined nodes in a directional sequence (e.g. 

n3 and n4, or n5 and n6 in Fig. 3.2) are directly linked, it is 

obvious that any node can send packets to any of its 

subsequent nodes if all nodes relay packets to their direct 

subsequent nodes. However, if the adjoined nodes are not 

directly linked (e.g. n1 and n2 in Fig. 3.2), we will 

construct a virtual link (i.e. finding a path between these 

two nodes) by which a packet can be delivered between 

the above two adjoined nodes. In fact, for n1 and n2, a 

feasible path does exist, that is, from n1 to n3, to n4 and to 

n2. Then this path is regarded, as a virtual link from n1 to 

n2 and it will be recorded in n1, n3 and n4 respectively. 

According to whether two adjoined nodes are directly 

linked or not, a node will forward a packet along the 

virtual link if such a link exists; otherwise, the node will 

forward the packet to its direct subsequent node. In Fig. 

3.2, n3 records the virtual link from n1 to n2. When n4 

receives a packet whose destination is n2, it forwards the 

packet to n2 but not its subsequent node n5. Nevertheless, 

for a packet from n5 to n7, n6 will forward it to 7n  without 

the aid of virtual links since two adjoined node pair n5 and 

n6, n6 and n7 are directly linked. 

We formally present the sorting algorithm. Assume 

node ni establishs its virtual links to nodes in local area. 

Suppose there are total N nodes (including ni) in this local 

area and M directions or m / 2 IDPs. By the order of their 

projections on the direction j, we can construct a sequence 

seqi of all nodes in a numerical order from small to large 

according to the distance between projections and the 

origin. For ni, we denote the position of its projection on 

the direction j as ( , )rank i j  and its neighbors (nodes that 

directly link to ni) as ( )nbor i . For ( )kn nbor i  and any 

( )ln nbor i , if there has |{ ( , ) ( , )ln rank i j rank l j  

( , )}rank k j  , we call nk is the nearest neighbor of 

ni  in the jth direction. Then, the format of the routing 

table entry in ni is followed by 

(< dest
1
,dest

2
, j >,< ndest

1
,ndest

2
>)      (3-3) 

Here, ndest1 is the next forwarding node from dest1 to 

dest2 in direction j, and ndest2 is the next forwarding node 

from dest2  to dest1  in direction j. By the above notations, 

we present our sorting protocol in Algorithm 3.1. (The 

sorting is localized. In fact, a node only needs to search 

nearby nodes to find its subsequent node in each direction. 

A node does not need to know the whole directional 

sequence of the network.) 

Algorithm 3.1. Sorting Protocol 

Input: Physical positions of N nodes and M directions in 

local area of node in  

Output: The routing table for node in  in all directions 

(taken the j th direction as an example) 

Begin 

1. Exchanging location information with neighbors; 

2. If ( , )rank i j N  return;  

3. Set rank N  ; 

4. Finding nki, which is the nearest neighbor of ni; if k
n  

exists, set = ( , )rank rank k j . 

5. Establishing virtual links from in  to hn  where 

( , ) [ ( , ), ]rank h j rank i j rank ;
 

End 

We use Fig. 3.2 to explain Algorithm 3.1. We can see 

that establishment of the routing table for n1 in direction j 

is conducted. After exchanging location information, n1 

knows its nearest neighbor is n3 whose projection’s 

position is 3. Since (2, ) 2rank j    

[ (1, ), (3, )]rank j rank j , according to Step 5 in Algorithm 

3.1, the virtual link between n1 and n2 must be created and 

recorded. The routing table entry in n1 is similar to the 

following format: 

1 2 3, , , , )( jn n n null              (3-4) 

(3-4) indicates that n3 is the next forwarding node for a 

message from n1 to n2 in direction j. Here null in (3-4) 

indicates that the current node n1 is the final destination 

from n2 to n1 in direction j . For 3n , 4n  and n2, they also 

need to add corresponding entries to their routing tables. 

In addition, the size of local area of node in  has 

choices. The local area could be the one-hop neighbor of 

node ni or larger with more nodes involved, even the 

whole network. Considering the case of larger local area, 
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more routing table entries will be recorded and it will 

aggravate the storage and searching cost of nodes. So we 

choose smaller local area for the sorting protocol. The 

smaller local area includes the next ranking nodes in each 

direction and the transit nodes of the virtual link to these 

next ranking nodes. For example in Fig. 3.2, in direction j, 

the local area of n1 includes the next ranking node n2 and 

the transit nodes n3 and n4. However, there does not 

always exist the next ranking node in one direction. When 

ni is a boundary node, this case could happen. Several 

literatures [25]-[27] have fully discussed the boundary 

detection technique. The boundary detection is the minor 

issue of MDR protocol. We assume the boundary of the 

network is already known. 

C. Adaptive for Warding by Selecting Directions 

After constructing routing tables for all nodes, we need 

to design strategies to forward packets. As concerned, the 

routing algorithm should achieve good performance in 

capacity. The forwarding policy is designed based on it. In 

the MDR scheme, a node can calculate the direction 

constructed by the source, current location and destination 

of a packet. We call such a direction as target direction. 

Adaptive forwarding will be achieved if an optimal 

direction is dynamically selected.  

Before we present the forwarding method, we need to 

explain the interference model first. In ad-hoc networks, 

transmission links with closely spaced location have 

mutual interference with each other. It forms a transfer 

constraint between links that only a portion of links can 

transmit simultaneously, while the other links of 

interference cannot be used. Typically, interference can be 

grouped into two types. The first one typically is called 

node-exclusive interference model [28]. It considers that 

any two links with a common node, that is 1-hop away, 

cannot transmit simultaneously. The other model mainly 

considers the MAC technique in IEEE 802.11 protocol. 

The nodes should exchange the handshake control 

message (RTS-CTS before transmitting and DATA-ACK 

when transmitting) between each other [29]. 

A distributed scheduling model is built based on these 

interference models. Regard the links that can interfere the 

transmitting of link l as interference set I(l). Any 

interference model should discover the set I(l). This set is 

considered already known for general purpose in this 

paper, no matter which specific interference model is 

applied. The scheduling model in this paper consists of 

two parts: distributed link schedule that optimizes the flow 

control in all directions and distributed packet schedule 

that optimizes the flow dispatching in all directions. 

1) Distributed maximal weight link schedule for all 

directions 

This schedule gives the flow control policy over links 

for all directions. The schedule focuses on maximizing the 

throughput capacity as large as possible. For easy 

understanding, we explain distributed directional link 

schedule in detailed steps. Then, we will give the 

illustration and formal description. 

Let i kl n n  represent the link that node in  to node nk 

in direction j. We define Ql as the queue length of link l in 

node ni, and Cl as the transmitting data rate capacity of 

link l from node ni to node nj. The links in interference set 

I(l) and the end nodes of these links construct the local 

schedule graph ( )local iG n  for node ni. Let ( )iS n  denote 

the state of node ni, in which, 

( ) { , , }iS n S uncertainy transmission non transmission   . 

At the beginning, all nodes are at the state of uncertainy. 

The distributed maximal weight link schedule follows 

these steps:  

 If node ni is in uncertainy state, find the maximal 

weight direction of node ni, that is, get link l in this di-

rection, s dl n n , in which 
( )

arg max
d i

d l l
n nbor n

n Q C


  and 

ns=ni. 

 Find whether the link s dl n n is the maximal weight 

link in its interference set I(l). If so, node ni (or ns) sets 

its state as transmission and in forms this state change 

to its neighbor nodes. If not, node in  keeps in uncer-

tainy  state. 

 If node ni was informed the transmission message and 

i dn n , node ni sets its state as transmission and in-

forms this state change to its neighbor nodes. Else if 

node ni was informed and i dn n , node ni sets its 

state as non-transmission and informs this state to its 

neighbor nodes. Otherwise, ignores the message. 

 If node ni was informed the non-transmission state 

from node nj and ni  is in uncertainy state, node ni de-

letes node nj  and the links with nj as end nodes in its 

local schedule graph G
local

(n
i
). Node ni repeats the 

steps a) and b). 

 If node ni ( i sn n  or n
i
= n

d
) finishes the transmis-

sion, node ni sets its state as uncertainy and informs 

this state change to its neighbor nodes. 

 If node ni is in non-transmission state and was in-

formed a state change of transmission to uncertainy, 

node ni sets its state to uncertainy and informs this 

state to its neighbor nodes. 

 If node ni was informed a state change of non-

transmission to uncertainy from node nj and has de-

leted node nj and the links with nj as end nodes in its 

local schedule graph ( )ilocalG n , node ni re-adds node 

ni and the links into graph ( )ilocalG n . 

In summary, when a maximal weight link l is selected, 

the two end nodes of link l set their states to transmission. 

All neighbor nodes (1-hop away) of the two end nodes are 

informed and set their state to non-transmission. All 

neighbor nodes (2-hop away) of these 1-hop neighbor 

nodes are informed and delete non transmission state 

nodes in their local schedule graphs localG . Finishing 

transmission, nodes in transmission and non-transmission 

go back to the state uncertainy and nodes re-add these 



 

  

 

 

 

 

 

 

  

 

  

   

   

  

 

 

  

 

 

 

  

   

  

     

  

   

   

  

 

 

 

 

 

  

  

  

  

  

  

 

 

525©2014 Engineering and Technology Publishing

Journal of Communications Vol. 9, No. 7, July 2014 

deleted nodes and links in graph localG . In Fig. 3.3, we 

assume the links are duplex and 13l  is the maximal link in 

13 )(I l , in which 13 13 24 34 35 46 56) { , , , , , }(I l l l l l l l . 

Let 13)(V l   1 3 4 5{ , , , }n n n n . The local graph 
1( )localG n   

13 13) )( (V l I l , that is, the nodes within 2-hop and the 

links within 2-hop from the links such as l13 with n1 as an 

end node. When link l13 transmits from n1 to n3, the node 

n2 and n6 should remove the nodes and links in 

1( )localG n from their local schedule graph. When link l13 

finish transmitting, the node n2 and n6 re-add these deleted 

nodes and links. 

 
Fig. 3.3. An example of link schedule 

The formal description is presented in Algorithm 3.2. 

Algorithm 3.2. Link Schedule 

Input: local schedule graph 1( )localG n , queue length Q 

and capacity C of each link for node ni 

Output: link l scheduled 

Begin 

1. Set ( ) { | ( )}L n l l nn nn    

2. Find the link i dl n n , 
( )

arg max
d i

d l l
n nbor n

n QC


  

3. If 
( )

arg max l l
l I l

l Q C 


  

4.   set state S(ni)=transmission, notify all neighbor nodes 

n, ( )inborn n   

5. If neighbor node n = n
d
 

6.     n  set state S(n)=transmission, notify all neighbor n, 

( )nborn n  and all n set state S(n)=non-

transmission 

7. If neighbor node 
d

n n  

8.     n  set state S(n)=non-transmission, notify all neigh-

bor n , ( )n nbor n  and all n  set its local sched-

ule graph ( ) ( )local localG n G n    ( )n L n . 

9. When link l  finish transmission 

10.  n with S(n)=transmission or S(n)= non-transmission  

set its state  S(n)=uncertainy . 

11.  n with S(n)=non-transmission notify all neighbor n, 

n ( )nbor n  and all n set its local schedule graph 

( ) ( )local localG n G n    ( )n L n  

End 

2) Distributed minimum angle based packet schedule 

for all directions 

Distributed packet schedule optimizes the flow 

dispatching in all directions. We focus on an adaptive 

forwarding policy called minimum angle policy. At the 

source node, it is easy to calculate the target direction 

since locations of the source and destination are known. 

The target direction will be compared with all directions 

assigned to the network. Then a closest direction (with the 

minimum angle) will be selected. After choosing a 

direction, the forwarding process is accomplished with the 

aid of routing tables. For example, in Fig. 3.2 or Fig. 3.3, 

when forwarding a packet from 
1n  to 

2n  in direction j, we 

know that the nearest neighbor of n1 is n3. Since 

2( , )rank n j  
1 3[ ( , ), ( , )]rank n j rank n j  exists, there 

has virtual links from n1 to n2. When forwarding packets 

from n5 to n7 in direction j, since n6 is the nearest neighbor 

of n5, so n5 directly forwards packets to n6 with no need of 

routing tables. In our method, all relay nodes will use the 

above procedure until packets reach their destinations. 

If there are overmuch packets in direction j for a node ni, 

the schedule applied will alternate the direction for some 

packets to smooth the flow. Let Tl ( 10 lT  ) be the 

alternating direction threshold for link l, that is, if the 

queue length of link l exceeds the threshold of link 

capacity, l l lQ TC , the packet schedule alternates the 

direction of some packets and send them to other links 

with surplus capacity.  

Assuming packet p is sent from source node 0s  to 

destination node d0. Applied with minimum angle based 

forwarding policy, the direction j0 is selected to send the 

packet p. The first item (item 0 ) recorded in packet p is 

0 0,j d  . The other items are recorded in the format of 

0, ,( )kk jj rank s  . There are total M/2 IDPs (M 

directions) and each IDP has a pair of inverse directions. 

For each IDP, one direction j is selected with satisfied the 

condition 0 ,( )kjrank d   0 ,( )jrank s . The initial items 

recorded are shown in Table II. (The cost of adaptive 

routing is usually shown in three ways. The first is to 

record routing infos in the packet. The second is to record 

adaptive routing paths in nodes. The third is to send 

several copies of original packet to different links. We use 

the first way that regards adaptive forwarding has closer 

relation with a special packet itself in direction chose than 

a node.) 

TABLE II: INITIAL ITEM TABLE IN PACKET P 

No. Item 

0 
0 0,j d   

1 
0, ( , )k k

j rank s j   

… … 

M/2 
/ 2 0 / 2, ( , )M Mj rank s j   

 

At first, the packet p is delivered along direction j0. The 

direction may change during routing. Assume packet p 

reachs node ni through direction jk, node in  sets the set 
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0 0{ , , }| ( ) ( )S j jj rank d rank s  . The distributed 

minimum angle based packet schedule follows these steps:  

 Node ni finds the minimum angle to the final destina-

tion d0. That is, to find the vector 0in d  nearest to 

which direction in set S. If a direction kj   is with the 

minimum angle, node ni checks the link l in direction 

kj  .  

 If the queue length 
l l lQ TC , remove direction 

kj  

from S. If S  , back to step a). 

 Get the items , ,( )kk k jj rank s  and 

, ,( )kk k jj rank s     from the item table of packet 

p . If , ,( ) ( )k k i krank s j rank n j   or ,( )kk jrank s  

,( )ki jrank n  or 0, ,( ) ( )i k kj jrank n rank d  , re-

move direction kj   from S . If S   , back to step a) 

(Judging if the condition is met in this step is the key 

to guarantee any packet can be delivered successfully, 

we will prove the correctness of the protocol based on 

it). Else overwrite , ( , )k i kj rank n j  and 

, ,( )kk i jj rank n    to the item table of packet p , 

change the direction to 
k

j   and overwrite the item 0 : 

,kj d   to ,kj d   . 

 Forward the packet p to the next node following the 

target direction recorded in item 0. 

In summary, when a packet p reach node ni, the 

direction j has as possible minimum angle with vector 

0in d . The direction j must meet two conditions. The first 

one is the selected link l in direction j has the queue length 

l l lQ TC . The other one is , ,( ) ( )i kj jrank n rank s , in 

which ,( )k jrank s is recorded in the item 

, ,( )k jj rank s  . 

 

Fig. 3.4. An example of packet schedule 

In Fig. 3.4, a packet p is sent from node n1 to node d0. 

At first, the vector 1 0n d  has minimum angle with 

direction 1, so p is sent in this direction. When p reaches 

ni, it alternates to direction 8 by the packet schedule. 

Along the routing track, p finally reaches destination, node 

d0. The formal description is presented in Algorithm 3.3. 

Algorithm 3.3. Packet Schedule 

Input: Packet p (destination d0) and node 
i

n  

Output: the direction for p delivery 

Begin 

1. If 
0i

n d , received 

2. Set 0{ , , }| ( ) ( )iS j jj rank d rank n   

3. Set ,(0 )d dirj p , in which p(0,dir) denotes select-

ing the direction of item 0 from packet p and 

( ), rankp j  denotes selecting rank from item indexed 

with direction j 

4. Set d dj j   

5. While S    

6.       arg minmin j
j S

j 


 , in which j  denote the angle be 

tween direction j  and 0in d  and select link l  in 

minj  

7.   If l l lQ TC or min i min, ,( ) ( )p j rank rank n j  or 

d i d, ,( ) ( )p j rank rank n j  or min,( )irank n j  

0 min,( )rank d j  

8.                    minS S j   

9.        Else  

10.   Set min i min, ,( ) ( )p j rank rank n j , d ,( )p j rank  

i d,( )rank n j  

11.                  Set d minj j   

12.                  Break  

13. If d dj j   

14.       Set (0, ) dp dir j   

15. Deliver packet p along direction p(0,dir) 

End 

Note that in a distributed system, we do not actually 

know the global rank of nodes. The physical location of 

nodes could be record for rank comparison between nodes. 

Comparison like , ,( ) ( )k kk ij jrank s rank n  actually is 

the comparison of perpendicular projection of the physical 

location of sk and ni in direction vector jk.  

D. Summary 

In the MDR protocol, node ni firstly sorts nodes in 

directions and construct the routing table (Algorithm 3.1). 

Then, node ni could use link schedule (Algorithm 3.2) to 

optimize the flow capacity in all directions and packet 

schedule (Algorithm 3.3) to smooth the flow in all 

directions. Link schedule and packet schedule could be 

carried out in parallel. 

The contribution of the MDR protocol mainly lies in 

that it uses the direction as metric for routing, while 

current geographical routing protocol uses location as 

metric. As the metric changes from the location to the 

direction, the mostly concerned issue that avoiding 

packets be lost in local minimum needs a new solution. 

This is the reason why we develop Algorithm 3.1, 3.2 and 

3.3. In Section 4 (Proposition 4.1), we will prove that 

packets with the MDR protocol can avoid local minimum 

to reach the destination. Also, in Section 4, we will give 

the theoretical analysis and show how these algorithms of 

the MDR protocol can improve the performance. 
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IV. THEORETICAL ANALYSIS 

A. The Model 

Fig. 4.1 illustrates the model we used to conduct 

theoretical results. A random planar network is considered 

where N nodes are randomly distributed over a unit square 

whose size is 11. An even assignment with M directions 

or M/2 IDPs is used. The radio range of each node is 

(log ) /r R N N , where 1/R   [30]. The region is 

further divided in tiles whose length and width are both r  

(i.e. there are total 21u r  tiles). There are N  (  is a 

scale factor and 0  ) source-destination pairs randomly 

selected and the routing strategy makes at least r  (  is 

a constant factor and 0 1  ) progress towards the 

destination in each forwarding step. Actually,   is 

inversely proportional to the total number of M. When 

more directions are available (i.e. larger M), a better path 

closer to the target direction could be found, which means 

 can take a greater value in average.  

 

Fig. 4.1. The model 

B. The Correctness of The Protocol 

First, we will prove the correctness of the MDR proto-

col that can guarantee delivery of packets. 

Proposition 4.1. Any packet can be delivered success-

fully with the MDR protocol applied. 

Proof: Firstly, we prove a packet delivered without al-

ternating direction can be delivered successfully. Then, 

we explain an alternating direction does not affect the 

correctness of the MDP protocol. 

Without loss of generality, we assume packet p is sent 

from ni to nk (here i k ) in direction j where 

, ,( ) ( )rank i j rank k j . Let nh be the node that the 

packet locates. At the beginning, we have h in n ( h k ).  

When the packet does not arrive at the destination, we 

can consider following three cases: 

Case 1): If ( )h kn nbor n , we can directly deliver this 

packet to node kn , set h kn n . 

Case 2): If , ,( ) ( )rank h j rank k j , iY  , where 

{ | ( )}( , ) ( , ),i l l hY nborn rank l j rank k j n n  , we know 

that there exists some neighbors in direction j, and these 

nodes are prior to destination nk in this direction. The 

packet is delivered to one of node nl in Yi, and we set 

h ln n . Here the packet approaching the destination does 

not skip the destination nk in this direction. 

Case 3): if ( , ) ( , )rank h j rank k j , iY  , we know 

that there must be virtual links that have been established. 

Then, along the virtual link, the packet is delivered to nl, 

which satisfies ( , ) ( , )rank h j rank l j   ( , )rank k j . Note 

that here nl could be the destination node nk. Under this 

condition, the packet approaching the destination does not 

skip the destination nk in this direction. 

In conclusion, Case 1), 2) and 3) will not skip the 

destination nk, thus delivery without alternating direction j 

is guaranteed. 

When alternating direction, packet p can also be 

delivered successfully. Assume packet p finally routes to 

destination through direction j . Let in  represent the first 

node that p starts routing in direction j . Consider the 

following two cases: 

Case 1): when packet p has arrived at node in , it will 

be routed to the destination nk without alternating direction. 

As proved above, packet p will be delivered successfully. 

Case 2): when packet p has arrived at node in , it will 

be routed to the destination nk with alternated directions 

and finally back to j . As we look back the condition of 

alternating directions in Algorithm 3.3. When back to 

direction j , we have (1) the condition 

( , ) ( , )ip j rank rank n j   must be met. Packet will not 

back to the nodes of lower rank that has passed by when 

back to direction j , so the MDR protocol can avoid the 

local minimum problem. (2) the condition 

min 0 min( , ) ( , )irank n j rank d j  must be met. This means 

that the destination d0 cannot be skipped in direction j .  

As proved, any packet can be delivered successfully 

with the MDR protocol.  

C. Analysis of Throughput 

Theorem 4.1. If the MDR protocol and the minimum 

angle policy are adopted, every source-destination pair can 

achieve a data rate of log/( )N Nj  simultaneously. 

Proof: first, we will prove that it is almost sure that the 

following inequality stands: 

 
2

Hops H


 ( ( log )H N N )          (4-1) 

log log
2 10 2 log

N N N N
H aR aR N

 
   (4-2) 

In (4-1), Hops  indicates the total number of forwarding 

hops of all N source-destination pairs passing any single 

tile. For a specific tile, according to the MDR algorithm 

and the forwarding policy, some source-destination pairs 

may go through it via one or multiple hops. We use the 

random variable {0,1}j

iX   ( 21 1/ri  , 1 j aN  ) to 

indicate if the jth path will pass the i th tile. 1j

iX   


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means that the jth path will pass the i th tile, otherwise not. 

Then the total number of source-destination pairs passing 

the i th tile will be 
1

j

i

aN

i

j

S X


 . For the jth path, we know 

that the maximum number of its hops in the ith tile will be 

2 /ih  . Therefore, the total number of forwarding 

hops in the ith  tile is upper bounded by the product of hi 

and the maximum of Si. That is  

i

2
max( ) max( )

i i
S SHops h


                 (4-3) 

To obtain (4-1), we first prove that the following 

inequality has small probability of occurrence: 

2
( )HHopsP


  or ( )( )i HmaxP S            (4-4) 

Here P indicates the probability. From the knowledge 

of statistics, we know that the union bound of the 

probability is greater than the maximal of the probability. 

Then, we have  

21/

1

( )( ) ( )
r

i i

i

H HmaxP S P S


                (4-5) 

Let j

iX  be the Bernoulli random variable [31] 

stochastically dominating j

iX . Then the probability of 

( )1j

iP X   is greater than that of ( )1j

iP X  . Denoting 

1

N

j

j

iX




  as S
i
, then we have 

P(S
i

> H ) £ P(S
i

> H )                    (4-6) 

Putting (4-5) and (4-6) together, we have 

   
2

( )
1

iiP P S HS H
r

max                (4-7) 

We instantiate j

iX  and make it dominate j

iX  surely 

and stochastically. Denoting uj as the upper bound of the 

number of tiles passed by the jth path. Since the number of 

jumps required to reach the destination for any route is no 

more than 2 / (dr)  hops ( 2  is the maximal length 

between two nodes), we set 2 /( )iu r . So the 

probability that a tile may be touched by the jth path will 

be / 2 /u jP u u r   . Then, considering the random 

variable ( )1j

i uPP X  . Since Pu is the maximum 

probability of a tile touched by the jth path, j

iX  surely 

stochastically dominates j

iX  at the setting. So, we have 

 j
uE X N P    jE X   2 /R NlogN   (  jE X  

is the expect value of tiles passed by the jth path). 

Both j

iX  and j

iX  are Bernoulli random variables. j

iX  

is independent to k

lX  if j ¹ k  for any i and l. For the 

sums of i.i.d. Bernoulli random variables, we have [32]  

      2 / 2
1

jE Xj jP X E X e





           (4-8) 

Set  10log / jN E X  . Then, (4-8) can be rewrit-

ten as 

 P X
i

j>H( )
1

N 5
                          (4-9) 

Combining with (4-9), by summing over all j in (4-7), 

where 
1

j
aN

j

iiS X


 , we have  

   2 4

1
max

log
iP H

R N N
S              (4-10) 

Therefore   max iP S H (or 
2

HHops


 ) has small 

probability of occurrence. Thus, we prove that it is almost 

sure that (4-1) will converge. 

Next, we will present a bound for throughput. The 

transmission of a node in a tile may affect transmissions of 

other nodes in the range influenced in current or 

neighboring tiles. We assume that at most D neighbor tiles 

are affected. As refer to the graph coloring problem, all 

tiles can be colored by D+1 colors. Considering a time 

interval T with the fixed length, we can divide T into 

T/(D+1) slots. Rewriting (4-1) as  

logA NH Nops                (4-11) 

where A  is a finite number (note that  ~ 1/A   here). 

Thus, each forwarding hop in any tile can get a transmis-

sion time as 

 

1

1 logA D N N
                        (4-12) 

Therefore, we complete the proof that each source-

destination pair can achieve the data rate of 

log1/( )N N  simultaneously.    

Note. Here ~ 1/A   and ~M   means that when more 

directions are available, the MDR protocol has better 

throughput. 

D. Analysis of End-to-end Delay 

Theorem 4.2. If the MDR protocol and the adaptive-

based policy are adopted, the delay of any source-

destination pair is no more than (N ) .  

Proof: we know that the total number of hops for a 

source-destination pair in the square is at most 2 / r  

(the maximal distance between two nodes is 2 , and the 

routing strategy progresses r  at least in each forwarding 

step). As proved in Theorem 4.1, each source-destination 

pair can achieve a data rate of log1/( )N N  (see (4-12)) 

simultaneously. Thus, the delay of each hop is no more 

than  NlogN . The total delay is no more than 

   2
  log

r
N N N


   . 





  


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E. Cost of Routing Tables 

Define abbreviations and acronyms the first time they 

are used in the text, even after they have been defined in 

the abstract. Do not use abbreviations in the title unless 

they are unavoidable. 

Theorem 4.3. In Algorithm 3.1, if node n1 has at least 

one neighbor node, then at least 
2

M 
 

 directions need not 

to memorize any routing table entry. 

Proof: it is easy to see that in Fig. 4.2, since directions 

equally divide a plane, the half-plane in the n2 side of the 

dotted line has at least 
2

M 
 

 directions (in Fig. 4.2, the 

dotted line is perpendicular to line n1n2). We can see that, 

in Fig. 4.2, the projection of n2 on directions is always 

large than that of n1, thus we do not need to store any 

virtual link between n1 and n2 for these directions.     

 
Fig. 4.2. Illustration of Theorem 4.4 

Theorem 4.4. In Algorithm 3.1, an upper bound of the 

number of routing table entries in a node is (N1)
2

M 
 

. 

Proof: there are at most 
2

M 
 

 directions needed for a 

node to record the routing path. Therefore the theorem is 

proved.     

F. Analysis of Stability 

Link and direction schedule dispatch the packets and 

decide the working state of links according to the 

interference constrains. The schedules are required to 

ensure the network eventually reaches a stable state. If the 

queue length Q
l
 of a link l is finite, the link l is called 

stable. If all links in the network are stable, the network is 

called stable. Furthermore, the network stability means 

that the loads are averaged to nodes and the load of each 

node is in scope of tolerance. Next, we prove the stability 

of MDR protocol by analysis. Then, in Section 5, we give 

the experiment results of load balance comparison 

between MDP and other protocols. 

Let  0 1 1
, , ,

n
   


   represent the arrival rate vector 

of the network. The literature [33] defines all arrival rate 

vectors that a schedule algorithm  can keep the network 

stable with as capacity region 


 , that is, 

| ?  { }      schedule stablewith 


   . For a special 

netwok, the union capacity region of all schedule 

algorithms is called optimal capacity region opt . If any 

schedule algorithm can reach opt , the schedule is called 

the optimal schedule opt . As defined, Cl is transmitting 

capacity of link l. Let rl denote the workable data rate of 

link l  in the current state. As easy to see, l lr C  when 

scheduled and 0lr   when not scheduled. Let 

 0 1 1, , , Lr r r r    denote the workable data rate vector of 

total L  links in the network. Collection of all workable 

vectors R  can be written as 

|{ }r r workable curreR ntly . According to literatures 

[33] [34], opt  can be defined as 

opt | ,{ }( )r r Conv R     , in which  Conv R  

denotes the convex collection of R . This definition 

implies that for any arrival data rate vector opt , 

there must exist a workable schedule vector  r Conv R , 

r   . 

It is hard to find the optimal solution under the 

constraint of interference between nodes [35]. To find a 

sub-optimal solution is a workable way. The capacity 

region of sub-optimal solution reaches  
( 0 1  ) times 

of optimal solutions. That is, if a schedule Π  can keep the 

network stable with any arrival data rate vector 
opt

   , 

the schedule Π is called a sub-optimal solution. Next, we 

prove our schedule is a sub-optimal solution. 

Lemma 4.1. For any arrival data rate vector opt , 

there must exist a random schedule that make the expect 

value of schedule vector  E r   (That is, the schedule 

can process the data with the arrival rate   and do not 

increase the queue length of each node in the network). 

Proof: Under the definition of opt , for any opt , 

there must exist a workable schedule vector   r Conv R , 

r  . According to the Caratheodory thorem (The 

classical theorem in convex geometry), convex set 

Conv R( )  must have: 

0 0 1 1 L L
r Pr Pr P r                         (4-13) 

in (4-13), ir R ( i = 0,1,..,L ), 
0

1
L

i
iP



 . So a random 

schedule algorithm exists: randomly select a schedule 

vector r
i

 from  0 1
, , , Lr r r  with corresponding proba-

bility Pi. This schedule has r  .  

Theorem 4.5. The inequality 
l l

opt

Q r


  
MDR

l l
Q r

  

( 1/ max  ) is satisfied. In this inequality, 

 
 

0, 1
maxmax

l L
l 

 
 ,  l  denotes the maximal count of 

links that can simultaneously transmit in interference set 

 I l . 

Proof: set the links set of optimal schedule opt  as 

optS , and MDR  as MDRS . For optl S  , MDRl S , there 

exists a link set   MDRE l S  and    E l I l . In  E l , 
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there exists link ¢l and has l l l lQ r Q r   (Recalling l lQ r  is 

the weight for link schedule of  
MDR  and /l lQ r  is the 

weight for direction schedule of  
MDR  to smooth the 

flow) . So for set optS , there must exists set 

 , 0,1,...,| | 1MDR i MDR optS S il S     . 

In MDRS  , some links are the same. Randomly select a 

group of same links 0 1 1kl l l 
    , totally k. Then, 

there will be k different links  0 1 1, , , k optl l l S  and 

 i il I l for 0,1, , 1i k   . Obviously, maxk  as 

defined. Otherwise, the case that any two links l
i
 and l

i
 

in optS  are the same will contradict to the optimal 

schedule itself. Another link l
q

 with  i i q qQ r Q r  can be 

found in this case. 

As for optl S  , MDRl S , there exists l l l lQ r Q r  , 

MDRl S . We can get the inequality: 

| | 1 | | 1

0, 0,
' '

opt MDR

opt MDRi

S S

lS Sl i li i
ii

l l l
Q r Q r

 





  

                 (4-14) 

Let MDRS   denote the set that selects distinct links from 

¢S
MDR

. Obviously, the following inequality can be 

established: 

| | 1 | | 1

0, 0,
' ' ' '

MDR MDR

MDR MDR

max

S S

l ll Si lSi i ii il l
Q r Q r

 

  

 

  

               (4-15) 

According to the definition, for any MDRl S  , there is 

MDRl S . That is, MDR MDRS S  . Then, we have: 

| | 1 | | 1

0, 0,

MDR MDR

i i i i

MDR MDR

S S

l l l l
Si l i l S

Q r Q r


   


 

    

                (4-16) 

Combine (4-14), (4-15) and (4-16), we get the result: 

 
| | 1| | 1

0, 0,

optMDR

i i i i

MDR opti l i

SS

l l l l
S Sl

Q r Q r



 


 

                (4-17) 

In (4-17), max1/  .    

Theorem 4.6. MDR  is a sub-optimal schedule. For any 

arrival data rate  , if       

(  0 1 1
, , ,

T

L
   


  , 0, 0,1, , 1

i
i L     ), Then, 

MDR  can guarantee the network stable and has the 

supremum limit   
1

0

limsup /1/
S

s

lE Q Bs


 





 ( B  is 

constant vector). 

Proof: in state s , any link l has  1lQ s   

      max ,0l l lQ s r s s   . As defined,  lr s  is the 

schedule capacity and  l s  is the arrival data rate of link 

l in state s. As easy to verify, there is 

              2 2 2 21 2
l l l l l l l

Q s Q s r s s Q s r s s       . 

Define Lyapunov function [36]:     
1

2

0

L

l

l

L Q s Q s




 .  

We have the following inequality: 

1
2 2

0

( ( 1)) ( ( )) ( ( ) ( ))
L

l l
l

L Q s L Q s r s s




     

       
1

0

2
L

l l l

l

Q s r s s




                  (4-18) 

Assume  maxmax l ir r s  and  maxmax l is  for 

0,1,..., 1l L  , 0,1,...,is s . Then, we have 

         
1

2 2

0

L

l l l l
l

r s s L r s s B




        (4-19) 

Define Lyapunov drift function [36] as: 

        1MDRQ s E L Q s L Q s              (4-20) 

Combine (4-18) (4-19) and (4-20), we have 

     
1

0

2
L

l l
l

Q s B Q s s




    

   
1

0

2 ( )
L

MDR l l
l

E Q s r s




                       (4-21) 

Refer to Lemma 4.1, we know if  s     , there 

exists an optimal random schedule opt  that have： 

       /optE r s s                      (4-22) 

Also,      
1

0

L

l
l

E r s E r s




  . According to Theorem 4.5, 

Π Πopt MDRl l l lQ r Q r   ( 1/ max  ), we have 

         MDR optE Q s r s E Q s r s   

     
1

0

L

l
l

Q s s 




         (4-23) 

Substitute (4-23) in (4-21), we get: 

   
1

0

2
L

l
l

Q s B Q s




                    (4-24) 

Refer to the Lyapunov stability theorem [36], we get 

the result: 

  
1

0

limsup1/ /
s

l
s

s E Q B


 





           (4-25) 

Therefore, Theorem 4.6 is proved.    

V. EVALUATIONS 

In this section, we will evaluate and compare our 

algorithm (Class II) with Shortest-Path Routing (SPR) 

algorithm (Class I), Hyperbolic Geographic Routing 

(HGR) algorithm (Class III) [17], and Randomized Local 

Load Balancing (RandLLB) algorithm (Class IV) [22]. 

These algorithms are classical methods belonging to 

different categories in Table I. We perform the 

experiments on Matlab. 
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A. Performance Metrics 

1)  Throughput 

Throughput is evaluated by packet delivery ratio RT. 

First, the transmission success rate T (where  can be 

SPR, HGR and RandLLB) is defined as 

( ) 100%a tn nT   , in which na is the number of 

packets that arrive at destinations; nt is the total number of 

packets sent out. Then we have  

  100%MDR
T

T
R

T


               (5-1) 

2)  End-to-end delay 

We use delay ratio RD to present end-to-end delay (This 

includes possible delays such as queuing delays at the 

interface, propagation delays and transmission delays). 

After all packets reached their destinations, we record the 

delay of each packet and denote the delay of the packet i 

as di. Assuming there are totally P packets generated, the 

average delay D for all packets is defined as 

1
    i

i

P

P
D d D   . Then we have 

  100%MDR
D

D
R

D

    (5-2) 

3)  Load balance 

We use load ratio RL to measure the property of load 

balance. In a given time period, we record the total 

number of packets processed by node i as li. The average 

number of packets processed by each node is defined as 

1
  i

i

P

P
E l   . Then, the variance of the number of packets 

processed by each node is defined as  
21

 
P

i
i

V l E
P

    

which indicates how smoothly packets will distribute on 

all nodes. When V is smaller, it means that packet flows 

distribute more smoothly in the network. Then we have 

  100%MDR
L

V
R

V


    (5-3) 

4)  Routing table size 

We use space ratio RS to evaluate storage cost (i.e. the 

routing table size). Denoting the routing table size of 

different algorithms as S, then we have 

  100%MDR
S

S
R

S


            (5-4) 

B. Simulation Environment 

We use following settings in our simulations: in a given 

region, there are 100 nodes randomly deployed. For each 

trial of experiments, 10 source-destination pairs of packet 

flows among nodes are randomly generated. For each flow, 

the number of generated packets varies from 60 to 300 (in 

1000 time slots). For the capability of network nodes, we 

assume that each node can process 30 packets per slot. For 

ease of evaluating, we also assume that all nodes have a 

queue with infinite length and there is no packet loss due 

to queuing. The simulation will terminate when all packets 

have been delivered to their destinations. For the direction 

assignment, we use the even assignment in Fig. 3.1. 

C. Comparison of Throughput 

The comparison of throughput is showed in Fig. 5.1 (a), 

(b), and (c). We can see that: 1) when the number of 

packets increases, our algorithm performs better than other 

algorithms if more directions are available (here 3 IDPs 

are enough); 2) The performance of our algorithm is 

directly proportional to the number of directions available. 

That is, the more directions used, the better our algorithm 

is. Especially, when 7 or more IDPs are selected, our 

algorithm performs at least 20% better than the SPR 

algorithm, 30% better than the HGR algorithm. For the 

reason of packets replication and destination unreachable, 

delivery ratio of RandLLB is very high. 

 
(a) Comparsion with SPR 

 
(b) Comparsion with HGR 

 
(c) Comparsion with RandLLB 

Figure 5.1. Comparison of load balance 

D. Comparison of End-to-End Delay 

The comparison of end-to-end delay is showed in Fig. 

5.2 (a), (b), and (c). We can see that, first, when the 
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number of packets increases, our algorithm performs 

better (i.e. end-to-end delay is smaller) if enough 

directions are available (here 3 IDPs are enough); second, 

the end-to-end delay of our algorithm is inversely 

proportional to the number of directions used. Note that 

when 7 IDPs are available, the end-to-end delay of our 

algorithm is about 65% of the HGR algorithm, 70% of 

that of the SPR and RandLLB algorithm. 

 
(a) Comparsion with SPR 

 
(b) Comparsion with HGR 

 
(c) Comparsion with RandLLB 

Fig. 5.2. Comparison of end-to-end delay 

 
Figure 5.3. Comparison of load balance 

E. Comparison of Load Balance 

The comparison of load balance is showed in Fig. 5.3. 

From (5-4), we know that if RL is less than 100%, it means 

our algorithm is better than other algorithms in respect of 

load balance. Fig. 5.3 shows that our algorithm has a 

smaller variance value, which means that packet flows 

distribute more smoothly than that of the SPR, HGR and 

RandLLB algorithm when enough directions are used. In 

addition, we can see that when more directions are used, 

the load is more balanced in our algorithm. 

F. Comparison of Routing Table Size 

Fig. 5.4 gives the comparison of routing table sizes for 

all algorithms. For our algorithm, when available 

directions increase, the size of the routing table also 

increases. When 8 IDPs are used, the routing table size of 

our algorithm is approximately twice of that of the SPR 

algorithm. When 4 IDPs are used, the routing table size of 

our algorithm is almost equal to that of SPR algorithm. 

Since HGR and RandLLB algorithm are both based on 

greedy routing without routing tables, we only compare 

with the SPR algorithm here. In exchange, these two 

algorithms pay the price for the worse performance on 

delivery ratio, delay ratio and load balance.  

 
Figure 5.4. Comparison of routing table size 

Remarks. As showed in the results, the tradeoff of our 

algorithm is to use more space to gain better performance 

on throughput, end-to-end delay and load balance. Our 

approach can obtain the remarkable improvement with 

acceptable space cost. For example, when we use seven 

IDPs, there is at least 20% improvement on throughput, 

end-to-end delay and load balance with the double of 

space cost. Besides, devices are equipped with more 

storage with the rapid growth of storage technologies. 

Therefore, our algorithm is feasible in practice.  

VI. CONCLUSIONS 

In this paper, we have discussed a new routing protocol, 

MDR. Compared to current geographical routing 

protocols, MDR uses direction as a metric for routing 

instead of using location as metric.  

With the newly proposed direction metric, MDR 

provides a new solution on the issue of avoiding packets 

lost in local minimum that a geographical routing protocol 

should concern.  

At the same time, MDR analyze its performance on the 

issues of throughput, end-to-end delay, load balance and 

network stability that previous geographical routing 

protocol often ignored. As proved, every source-
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destination pair can achieve a data rate  1/ NlogN  

simultaneously, while end-to-end delay is directly 

proportional to the network size. In simulation, we show 

that our method achieves good performance with 

acceptable space cost. 

When the node density is sparse, the paths in different 

directions may have overlap parts. In the future, we will 

analyze the affect of the overlap parts of the paths to find 

the routing bottlenecks; then, to improve the MDR 

algorithm by discovering the alternative paths and 

deploying extra nodes along the bottleneck paths. Besides, 

we can further reduce the size of the routing table by 

applying the overlap analysis. 
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