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Abstract—This paper presents two separate Markov models to 

investigate blocking probabilities in multi-service 

communications systems, when preemptive scheduling is 

adopted to implement service differentiation. One is the 

generalized model, which is built as a multi-dimensional 

Markov chain, based on a variant of the multi-dimensional 

Erlang loss model. The other is the hierarchical model, which is 

constructed as a multi-level Markov chain, based on a 

combination of one-dimensional Erlang loss models.  A detailed 

comparison when applying these two models to a general R-

service communications system is presented. This validates the 

major advantages of the proposed hierarchical model: the closed 

form expressions of blocking probabilities; the dramatically 

reduced computational complexity; and the excellent scalability 

for analyzing larger systems. Furthermore, the analytical values 

are compared with simulation results for two- and three-service 

systems. Results show that the proposed hierarchical model 

provides a high degree of accuracy in the blocking probabilities 

under different scenarios, especially when the relative arrival 

rates of the lower priority classes are high.   
 
Index Terms—Markov chain, preemptive scheduling, multi-

service system, service differentiation, blocking probability  

 

I. INTRODUCTION 

Driven by increasing communication needs worldwide, 

a wide variety of services and applications will be 

brought into the future communications systems. Some of 

them have comparable demands to today’s services, 

while some demands much more strict requirements in 

terms of bandwidth and time delay [1], [2]. In order to 

meet the diverse service demands, the scheduler (in 

routers or switches) has to deploy efficient handling 

schemes to serve the different applications in different 

ways. In the past the programmers resorted to a rigid, pre-

determined order for execution of different applications, 

so that the corresponding service times could be predicted 

in advance [3]. Unfortunately these cyclic executive 

methods result in programs that are hard to understand 

and maintain because the code for logically independent 

tasks is interleaved. In order to guarantee the service of 

the safety-sensitive applications as well as simplify the 

task processing on large schedulers, preemptive 

scheduling approaches attract notable research efforts [4]-

[6].  
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In this paper we consider multi-service 

communications systems which integrate different kinds 

of applications together (some of them are safety-

sensitive applications while some are safety-nonsensitive 

applications). Central to these systems is a service facility 

with multiple shared resource units (which may be 

interpreted according to the application under 

consideration as communication channels [7]-[9], 

computer memory sectors [10], time slots in a TDM bus 

[11], wavelength channels in a OPS/OBS (optical 

packet/burst switched) system [12]-[16], etc.) and a 

service discipline of preemptive scheduling. That is, each 

type of service class is given a fixed priority and an 

interrupt mechanism is executed. Each class is served 

according to its assigned priority and the being served 

user can be preempted/interrupted by the higher priority 

arriving users in case of no available resource units. 

Otherwise it occupies the required resource unit for the 

duration of its service time. 

In order to evaluate the performance of the multi-

service communications systems with preemptive 

scheduling, in terms of blocking probabilities, we present 

two different analytical models in this paper. One model 

is the generalized model. It is built based on a variant of 

multi-dimensional Erlang loss model, which is used to 

investigate the blocking in multi-service systems with the 

complete resource sharing policy [17], [18]. The main 

variation lies in that the generalized model considers the 

preemption scheduling policy, which introduces the 

transitions among boundary states. Here the boundary 

states denotes the service states where all shared resource 

units are occupied. Due to the preemptive scheduling, on 

boundary states the being served users with lower priority 

might be preempted/interrupted by the arriving higher 

priority classes users. The detailed blocking calculations 

of this model are given. For a system with R supported 

service classes and N shared common resource units, this 

model will introduce O(N
R
) states. Because of the need to 

solve the normalization constant (i.e. the node and global 

normalization equations, the number of these equations is 

equal to (O(N
R
)+1), the exact blocking probabilities are 

very difficult or prohibitive to be obtained when R or N is 

large. Hence this generalized model cannot be used for 

analyzing larger system which has practical meaning 

[19]-[21]. The other model is the hierarchical model. It is 

a novel approximation Markov model which was first 

proposed in our previous work [22]. According to the 
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priorities of service classes, this model builds multi-level 

of one-dimensional Markov chains. Each level presents 

all possible transmission states of the corresponding class. 

The blocking probability of each service class can be 

calculated separately. Compared with the generalized 

model, which has very high computational complexity 

and results in non-closed form expressions of blocking 

probabilities, the hierarchical model has several 

significant improvements. The most important is that this 

model avoids the limitation of the normalization constant. 

By using one-dimensional Markov chains to calculate the 

blocking probabilities, the computational complexity is 

reduced dramatically. Furthermore, the closed form 

expressions of the blocking probabilities can be derived 

separately and directly. For one specific service class, its 

blocking probability is expressed by the average arrival 

rates and holding time intensities of all classes with equal 

and higher priorities, the traffic patterns of the lower 

priority classes can be neglected. In addition, the 

proposed hierarchical model has excellent scalability for 

analyzing large systems supporting more service classes 

or resource units.  

The remainder of this paper is organized as follows. In 

section II we present the traffic model of the studied 

system and the detailed operation of preemptive 

scheduling. In section III we first give the generalized 

model and the corresponding blocking calculation 

procedure, and then introduce a concrete model of a two-

service communications system to clarify its calculations 

and limitations. Section IV proposes the hierarchical 

model and derives the closed form expressions of the 

blocking probabilities; it also presents two concrete 

models for two- and three-service systems. Section V 

compares two models in a two-service system under 

different scenarios. Section VI validates the accuracy of 

the hierarchical model by simulations in a three-service 

scenario. We conclude the paper in Section VII.   

II. PREEMPTIVE SCHEDULING 

As shown in Fig. 1(a), we consider the system with a 

capacity of N common resource units. The system serves 

R (R is an integer) mutually independent classes of users: 

class 1 has the highest priority and class R has the lowest 

priority. For 1≤i≤R, class i users are assumed to arrive 

according to a Poisson process with arrival rate φi. A 

class i user has a request size of one resource unit and an 

exponentially distributed holding time with mean value 

μi
-1

. Thus, the average traffic load offered to the system 

by a class i arrival process is equal to: Ai= φi/μi.  

Fig. 1(b) presents the detailed operation of the 

preemptive scheduling when a new user arrives. All 

available resource units are shared among R different 

classes. As long as there exist available resources, the 

new user arrival is served directly independent of its 

priority. However, if all resources are occupied currently, 

this new arrival should check its priority with that of the 

being served users. We assume the lowest priority of the 

being served users is i (1≤i≤R) and the priority of this 

new arrival is j. If j≥i, the new user arrival will be 

blocked directly. If j<i, it will preempt/interrupt the 

service of class i user and takes over the respective 

resource unit for its own use. When i is equal to 1, all the 

resources are occupied by the highest priority class 1 

users, all the new arrivals will be blocked and no 

preemption/interruption will happen.  

 
Fig. 1. (a) The traffic model of the studied system. (b) The operation of 

the preemptive scheduling. 

In this paper we consider two distinct kinds of 

blocking probabilities: complete blocking probability and 

partial blocking probability. The former denotes the 

blocking probability introduced by the new user arrival 

which is blocked completely and directly. This happens 

when a new user arrives when all resources are occupied, 

and the being served users have higher or equal priority 

compared with this new arrival. Then this new user 

arrival is blocked completely and directly. The latter is 

the blocking probability given by the being served user 

which is preempted/interrupted during its holding time. 

This happens when all resources are occupied and the 

new user arrives, and the priority of this new arrival is 

higher than the lowest priority of the being served users. 

Then the being served user with the lowest priority will 

be preempted/interrupted by this new arrival. It is 

noticeable that, for class 1 users with the highest priority, 

only complete blocking probability exists; while for other 

classes, their corresponding blocking probabilities consist 

of both complete blocking probability and partial 

blocking probability.   

III. THE GENERALIZED MARKOV MODEL OF THE MULTI-

SERVICE SYSTEM 

In this section, we present the generalized model to 

study blocking probabilities in multi-service 

communications systems with preemptive scheduling. 

The traffic model is shown in section II. We first build 

the generalized model of a general R-service system and 

present the detailed blocking calculation procedure, and 

then give the concrete model of a two-service system as 

an example to clarify its calculations and limitations. 
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A. The Basic Recurrence Relations 

We model the number of resource units held by each 

class in the system as a continuous time Markov chain. 

The state of the studied system is determined by the R-

dimensional vector X=(X1,…, Xi,…, XR) where, for 

1≤i≤R , Xi denotes the number of the resource units held 

by class i users in the system. Thus, in each state the total 

number of the busy resource units in the system is equal 

to 
1

i R

ii
X



 . 

 
Fig. 2. The state diagram of the generalized model for a R-service 
communications system with capacity of N common resource units. (a). 

The transition diagram of normal states and (b). The transition diagram 

of boundary states. 

For the states on which 
1

0
i R

ii
X N




  , i.e. there still 

exist available resources in the system, the new user 

arrival will be accepted independent of its priority, no 

blocking or preemption happens. We call these states 

normal states. The transition diagram of such states for 

the studied R-service system is shown in Fig. 2(a). For 

the states on which 
1

i R

ii
X N




 , i.e. all resources are 

occupied, the users might be blocked or preempted due to 

the preemptive scheduling. We call these states boundary 

states. On boundary states, the new arrival will be 

blocked if its priority is equal or lower than the lowest 

priority of the being served users; meanwhile, the being 

served user might be preempted/interrupted if the higher 

priority users arrive during its service time. The transition 

diagram of such boundary states is given in Fig. 2(b). 

As illustrated in Fig. 2(b), the state (X1, …, Xj, …) 

(1≤j≤R) denotes the boundary state for which the last 

element which is larger than 0 is Xj. In this state all 

resource units are held by the users of which the lowest 

priority is j. If any of the being served users from class 1 

to j has finished its service before the new user arrives, 

this state (X1, …, Xj, …) will return to the corresponding 

normal state, like the state (X1-1, …, Xj, …) as shown in 

Fig. 2(b) (i.e. the being served class 1 user finishes its 

service before the new user arrives). Due to the 

preemptive scheduling, the state (X1, …, Xj, …) can 

transit to other boundary states when the being served 

class j user is preempted/interrupted (i.e. partial blocked) 

by any of the higher priority arriving users, like the state 

(X1+1 …, Xj -1, …) in Fig. 2(b) (i.e. the being served 

class j user is preempted by class 1 user arrival). In 

addition, the other boundary states also can be transited 

into the studied state (X1, …, Xj, …) because of the 

preemption. In Fig. 2(b) we use the sets {A1}, …, {Aj} to 

denote all these kinds of states. Set A1 consists of all 

states which are transited because of the preemption by 

class 1 user, one example of these states is (X1-1, …, Xj, 

1,…). Set Aj is composed of all states which are transited 

due to the preemption by class j user, one of these 

examples is the state (X1, …, Xj-1, 1,…). Note that when 

j=1, the state (X1, …, Xj, …) (1≤j≤R) is same as (N, 0, …), 

all resources are held by only class 1 users currently, thus 

no preemption will happen; when j=R the state (X1, …, 

Xj, …) is same as (X1, …, Xj, …, XR), (XR >0, 

1

i R

ii
X N




 ), all resources are occupied and the lowest 

priority of the being served users is R, on this state the 

new class R user arrival will be blocked completely and 

no preemption is introduced by this new arriving class R 

user, hence in such case the set {Aj} not exist, as shown in 

Fig. 2(b). 

B. The Blocking Calculations Procedure 

Section III.A presents the state diagram of the 

generalized model for the studied R-service system. In 

order to get the blocking probabilities, we have to find the 

probability of each system state and the transition 

probabilities among them, which can be solved by node 

equations with the normalization restriction. In the 

following, we use Q(X1, …, Xi, …, XR) to denote the 

probability value of the state (X1, …, Xi, …, XR). The 

balance equations are listed as follows. 

For normal states (1≤i≤R, 0≤Xi≤N, 

1
0

i R

ii
X N




  ), the balance equation is written as  

1 1 1

1

(...,  ,  ...)( ) (...,  1,  ...)

( 1) (...,  1,  ...)

i R i R i R

i i i i ii i i

i R

i i i ii

Q X X Q X

X Q X

 

 

  

  





  

  

  



.   (1) 

For boundary states (1≤i≤R, 0≤Xi≤N, 
1

i R

ii
X N




 , 

j=max{i, 1≤i≤R, Xi >0}), the equation is 

1 1

1 1 1

1

(...,  ,  ...)( ) ( )

(...,  1,  ...) ,                           1

j j j

j i i i i ii i i

j

i ii

Q X X Q A

Q X j R

  



 

  



  

  

  



       (2) 

1

1 1

1

(...,  ,  ...)( ) ( )

(...,  1,  ...) ,                                  1

j j

j i i i ii i

j

i ii

Q X X Q A

Q X j

 





 



 

 

 



        (3) 

1 1 1

1 1 1

1

(...,  ,  ...)( ) ( )

(...,  1,  ...) ,                                 

j j j

j i i i i ii i i

j

i ii

Q X X Q A

Q X j R

  



  

  



  

 

  



    (4) 
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where Q(Ai) denotes the summation of the probability 

value of each system state inside the set {Ai}. 

The normalization restriction implies the summation of 

the probabilities of all system states is equal to 1. So 

    10, , 1, 
( ,  ... ,  ..., ) 1

i
i RX N i R

Q X X X
 

 .                (5) 

The probability value of each system state can be 

obtained by Eqs. (1)-(5).  

For class 1 with highest priority, blocking happens 

when all resources are held by only class 1 users. Its 

blocking probability (b(1)) is equal to its complete 

blocking probability (bc(1)) and can be written as 

(1) (1) ( ,0,  ..., 0)cb b Q N  .                      (6) 

For any other class k (1<k≤R), its blocking probability 

b(k) consists of two parts: complete blocking probability 

(bc(k)) and partial blocking probability (bp(k)). As 

discussed in Section II, complete blocking happens on the 

states where all common resources are held by the users 

of which the lowest priority is higher than (i.e. 

numerically smaller than) or equal to k. We call these 

states blocked states. Partial blocking happens on the 

states where all resources are occupied by the users 

whose lowest priority is equal to k. We call these states 

preemption states. In the following, we use Qk,block, 

Qk,preempt to denote the probability of blocked states and 

preemption states respectively. We also introduce Qall to 

indicate the probability of all possible states of the 

studied system, which is equal to 1. According to the 

state diagram of the generalized model, we get 

,

,

( )
( )

( )

k k block

c k block

k all

Q
b k Q

Q




                            (7) 

1 1

,1 1
,

( )
( )

( )

k k

i k preempt ii i
p k preempt

k all k

Q
b k Q

Q

 

 

 

  
             (8) 

1

1
, ,( ) ( ) ( )

k

ii
c p k block k preempt

k

b k b k b k Q Q






   
           (9) 

According to the discussion above, we list the blocking 

calculations procedure for any class k (1≤k≤R) as follows: 

 Build the state diagram of the generalized model for 

the studied multi-service system (Fig. 2)   

 List the node equations for all system states (Eqs. (1)-

(4)) 

 List the normalization restriction equation (Eq. (5)) 

 Solve the node and normalization equations to get the 

probability value of each system state 

 Find the blocked and preemption states for class k, 

and then get their corresponding probabilities (Qk,block, 

Qk,preempt) 

 Determine the bc(k), bp(k) and b(k) for any service 

class (Eqs. (7)-(9)) 

C. Example: The Generalized Model of the Two-Service 

System 

Let the number of resource units held by class 1 and 

class 2 users currently be i and j, respectively. A pair (i, j) 

forms a two-dimensional Markov chain as shown in Fig. 

3. In the following, we use Q(i, j) to denote the 

probability value of the system state (i, j). Note that class 

1 has priority over class 2. 

In order to get blocking probabilities, we follow the 

order of calculations presented in section III.B. After 

building the generalized model, we list the corresponding 

node and normalization equations. Note that for the 

studied two-service system with capacity of N common 

resource units, the number of node equations is equal to 

that of system states, which is (N+1)(N+2)/2 as shown in 

Fig. 3. 

 
Fig. 3. The generalized model of the two-service system with capacity 
of N common resource units 

Node equations for normal states (0≤i<N, 0≤j<N, 

0≤i+j<N) can be expressed as 

1 2 1 2 1

2 1 2

( ,  )( ) ( 1,  ) ( ,  1)

( 1) ( 1,  )( 1) ( ,  1)

Q i j i j Q i j Q i j

j Q i j i Q i j

    

  

      

      

        (10) 

Node equations for boundary states (0≤i<N, 0≤j<N, 

i+j=N) are written as 

1 1 2 1

2

( ,  )( ) ( ( 1,  ) ( 1,  1))

( ,  1)

Q i j i j Q i j Q i j

Q i j

   



      

 

.    (11)  

The normalization restriction implies 

0 0
( ,  ) 1

N N

i j
Q i j

 
                               (12) 

Substituting Eqs. (10) and (11) into Eq. (12), we can 

get the probability value of any state (i.e. Q(i, j)). The 

blocked and preemption states are shown in Fig. 3. 

For class 1 with high priority, no partial blocking 

happens. Its blocking probability is 

(1) (1) ( ,  0)cb b Q N  .                        (13) 

For class 2, as illustrated in Fig. 3, complete blocking 

happens on all blocked states (i, N-i) for 0≤i≤N, on these 

states all the new arriving class 2 users are blocked 

completely. The partial blocking happens on all 

preemption states (i, N-i)for 0≤i≤(N-1), due to the lower 

priority compared with class 1, the being served class 2 

users will be preempted/interrupted (i.e. lost) if the class 

1 users arrive during their holding time. Thus 
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2, 0
(2) ( ,  )

N

c block i
b Q Q i N i


   ,             (14) 

11 1
2, 0

2 2

(2) ( ,  - )
N

p preempt i
b Q Q i N i

 

 




  

,        (15) 

11

0
2

(2) (2) (2) ( ,  0) (1 ) ( ,  - )
N

c p i
b b b Q N Q i N i








     

.    (16)  

In this part we build the generalized model to 

investigate blocking probabilities in multi-service 

systems with preemptive scheduling. As discussed above, 

in order to get blocking probabilities, we have to find the 

probability of each system state first, which are obtained 

by solving node and normalization equations. For the 

two-service system, whose model produces 

(N+1)(N+2)/2 different system states, we have to solve 

the corresponding node and normalization equations (the 

number of these equations is [(N+1)(N+2)/2+1]). 

Considering a general R-service system with N common 

resource units, the model produces O(N
R
) states and the 

corresponding equations. The number of system states 

increases exponentially with that of supported service 

classes. This huge number of parameters and equations 

discourages people from using this kind of Markov model. 

Till now the existing research focuses on the two-

dimensional generalized model, which only can be used 

for analyzing two-service systems [13], [15], [17], [18].  

As discussed above, we conclude that the generalized 

model does not have practical application for analyzing 

large systems, especially the systems which supports 

more than two service classes or large number of 

common resource units. Next we will present a novel 

approximation Markov model, the hierarchical model, 

which employs a more direct and simple method to 

analyze the performance of a general multi-service 

system. 

IV. THE HIERARCHICAL MARKOV MODEL OF THE MULTI-

SERVICE SYSTEM 

In this section we propose the hierarchical model to 

evaluate the performance of the multi-service 

communications systems with preemptive scheduling. 

The traffic model is the same as shown in Section II. First, 

we give the hierarchical model of a general R-service 

system and present the detailed derivation of the closed 

form expressions of blocking probabilities. Then we 

show the concrete models of the two- and three-service 

systems as examples to clarify its construction and 

calculations. 

A. The Basic Recurrence Relations 

We model the number of the resource units occupied 

by each class as a continuous time Markov chain. For the 

R-service communications system, according to the 

priority of each class, the model is built from the 1st/top 

to the Rth/bottom level as shown in Fig. 4. Each level 

presents all possible service states of the corresponding 

class. The 1st/top level gives all states of the class 1 users 

while the Rth/bottom level presents all states of the class 

R. In Fig. 4, state ik (0≤i≤N, 1≤k≤R) denotes that i 

resource units are currently serving class k users. Note 

that class 1 has the highest priority and class R has the 

lowest priority. 

For class 1 with the highest priority, blocking only 

happens when all resources are currently occupied by 

other class 1 users, hence the studied system can be 

modeled as an M/M/N/N loss system as shown in the 

1st/top level. 

For any state i1 (0≤ i1<N) of class 1 in the 1st/top level, 

it indicates that i1 resources are currently serving class 1 

users. Due to the higher priority of class 2 compared with 

classes from 3 to R, the remaining (N-i1) resources can be 

used for serving class 2 users. Accordingly, level 2 has a 

respective conditional one-dimensional Markov chain 

whose maximum state is (N-i1) to denote the possible 

states of class 2. However, when i1 is equal to N, i.e., all 

common resources are held by class 1 users, no resource 

can be accessed by class 2. Hence level 2 has N 

conditional one-dimensional Markov chains corres-

ponding to the different states (i1, 0≤ i1<N) of class 1. 

For any state i1 in the 1st/top level and i2 in the 2nd 

level, i1+i2<N, there exists a conditional one-dimensional 

Markov chain whose maximum state is (N-i1-i2) in the 

third level, i.e., in current i1, i2 resource units are busy 

serving class 1 and 2 users respectively. Also due to the 

higher priority of class 3 compared with service classes 

from 4 to R, (N-i1-i2) resources can be used for serving 

class 3 users. Considering all possible combinations of i1, 

i2 and i1+i2<N, level 3 has N(N+1)/2 conditional one-

dimensional Markov chains. 

 
Fig. 4. The hierarchical model of the R-service system with capacity of 

N common resource units 

Using the iterative method, we build all conditional 

one-dimensional Markov chains in each level. Fig. 4 

shows only one but generic one-dimensional Markov 

chain in each level. However, when N>1, except for level 

1, the other levels have more than one one-dimensional 

Markov chain, i.e., one for each possible combination of 

the states in higher levels. When calculating blocking 

probabilities, conditional probability principles are used 
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to weigh and sum contributions from each one-

dimensional Markov chain in each level. Note that this 

model only needs to increase R or N when modeling the 

larger system with more classes or resources, thus the 

hierarchical model shows excellent scalability compared 

with the generalized model. 

In Fig. 4, φk and μk denote the average arrival and 

holding time intensity of service class k respectively. 

Note that for each conditional one-dimensional Markov 

chain except that of level 1, the outgoing transition 

probability of the last state must be adjusted to take into 

account arrivals of higher priority users. For instance, for 

any one-dimensional Markov chain on level k as shown 

in Fig. 4, the last state (N-Zk) denotes that (N-Zk) common 

resources are currently serving class k users while Zk 

resources are held by the higher priority users. Since all N  

resources are currently occupied, the being served class k 

users can be preempted/interrupted if higher priority users 

arrive during their holding time. Because of the lower 

priority of class k compared with classes from 1 to (k-1), 

Λk and Zk of the k-th level in Fig. 4 are defined as 

1 1

1 1
,                      

k k

k j k jj j
Z i

 

 
                  (17)  

Hence, ΛR and ZR of the R-th level can be written as 
1 1

1 1
,  

R R

R j R jj j
Z i

 

 
    . 

B. The Closed-From Expressions of Blocking 

Probabilities 

According to the hierarchical model in Fig. 4, the 

blocking probability of each service class can be 

calculated level by level. Due to the preemptive 

scheduling, for any class k (1≤k≤R), its bc(k), bp(k) and 

b(k) only depend on the traffic pattern of classes with 

equal or higher priority, while not affected by the 

performance of classes with lower priority. We can derive 

the blocking probability of each class from the highest to 

lowest priority.  

As illustrated in Fig. 4, the blocking probability (b(1)) 

of class 1 is given directly by the M/M/N/N Erlang loss 

formula [23] 

1

1 1

1

0

!(1) ( )

!

N

v
N

v

A
Nb Q N
A

v

 



                           (18) 

For any class k (1<k≤R), as discussed in section III. B, 

its b(k) consists of bc(k) (i.e. the complete blocking 

probability of class k) and bp(k) (i.e. the partial blocking 

probability of class k), and the former happens in all 

blocked states while the latter happens in all preemption 

states. We have to find all possible blocked and 

preemption states and their corresponding probabilities 

(Qk,block, Qk,preempt). 

Blocked states consist of k different cases, we use 

Qk,block,v (1≤v≤k) to denote the probability of each case for 

class k.  

The 1st case: all resources are currently held by only 

class 1 users when a new class k user arrives. The 

corresponding probability is 

, , 1 1 1( )k blockQ Q N                               (19) 

The 2nd case: all resources are currently occupied by 

the users of which the lowest priority is 2 when a new 

class k user arrives. So 

1

1

, , 2 1 1 2 10
( ) ( )

N

k block i
Q Q i Q N i




                (20) 

The v-th case (2<v≤k): all resources are currently 

occupied by the users of which the lowest priority is v. 

Then new class k arrivals will be completely blocked. 

Using the iterative method, its probability is 

1

1
1 1 1

, , 0 11
( ) ( )

j
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where Qj(ij) (1<j≤v) is derived by the corresponding one-

dimension Markov chain in level j, which is listed as  
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Hence, Qk,block can be obtained as 

, , ,1

k

k block k block vv
Q Q


                      (23) 

Qk,preempt denotes the probability of preemption states 

that all resources are occupied and the lowest priority of 

users being served is k. Then the being served class k 

users can be preempted/interrupted by the higher priority 

class arrivals.  Note that on preemption states, all the new 

class k arrivals will be blocked directly, the preemption 

states belong to one case of blocked states for class k (i.e., 

v=k of blocked states). Hence  

, , ,k preempt k block kQ Q                            (24) 

We also introduce Qall in this part to denote the 

probability of all possible states of the studied system, 

which is equal to 1. Therefore 

,
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    (27) 

Substituting Eqs. (19)-(21) into Eqs. (25)-(27), we get 

the closed form expressions of bc(k), bp(k)and b(k), which 

are expressed by φj, μj (1≤j≤k) directly. Note that these 

expressions validate one important property of the 

preemptive service differentiation scheme: blocking 

probability of one service class only depends on the 

traffic pattern of the classes with equal and higher 

priorities, while not affected by the performance of lower 

priority classes. In addition, Eq. (22) implies that one-

dimensional Erlang loss models are used to calculate the 

blocking probability of each service class. The 

corresponding computational complexity is reduced 

dramatically compared with solving a multi-dimensional 

Markov chain in the generalized model. 
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Next we will introduce the concrete models for two- 

and three-service communications systems, both of which 

clarify the detailed blocking calculations and excellent 

scalability of the proposed hierarchical model. 

C. Example I: The Hierarchical Model of the Two-

Service System  

As shown in Fig. 5, the hierarchical model of the two-

service system is built as two levels of one-dimensional 

Markov chains. The 1st/top level shows an M/M/N/N 

Erlang loss model, which presents all possible service 

states of class 1 users. For any state i1 (0≤i1<N) of service 

class 1, the 2nd level has a respective conditional one-

dimensional Markov chain, which gives all possible 

states of class 2 when i1 resource units are busy serving 

class 1 users currently. Hence, the level 2 has N different 

conditional one-dimensional Markov chains. 

 

Fig. 5. The hierarchical model of the two-service system with capacity 

of N common resource units 

When calculating the blocking probabilities, we use 

the closed form expressions directly. For class 1, its b(1) 

is given by the Erlang loss formula (i.e., Eq. (18)) directly. 

For class 2, according to Eqs. (19) and (20), 

2, ,1 1 1( )blockQ Q N , 
1

1

2, , 2 1 1 2 10
( ) ( )

N

block i
Q Q i Q N i




  .  

Since Eqs. (23)-(27), 
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          (30) 

where Q1(i1), Q2(i2) is obtained directly by Eq. (22). 

D. Example II: The Hierarchical Model of the Three-

Service System  

For the three-service communications system, the 

hierarchical model is built as shown in Fig. 6. Compared 

with the model of two-service system in Fig. 5, this 

model has one more level of one-dimensional Markov 

chains, which presents the service states of class 3 

corresponding to all possible combinations of the states in 

first two levels. Note that, for the three-service system, 

the corresponding model only adds one more level of 

conditional one-dimensional Markov chains to that of the 

two-service system. This clearly shows the excellent 

scalability of the proposed hierarchical model. 

 

Fig. 6. The hierarchical model of the three-service system with capacity 

of N common resource units 

As discussed in Section IV.A, due to the preemptive 

scheduling, the blocking probabilities of class 1 and 2 are 

not affected by class 3. They are shown in Eqs. (18), 

(28)-(30). For the studied three-service system, we only 

need to calculate bc(3), bp(3) and b(3) of class 3. 

For class 3 with the lowest priority, Eqs. (19)-(21) 

imply 
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Since Eqs. (25)-(27), 
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where 
1 1( )Q i , 

2 2( )Q i ,
3 3( )Q i are given directly by Eq. (22). 

V. COMPARISION OF THE SIMULATION AND 

CALCULATION RESULTS 

In this part we will evaluate the accuracy of the 

proposed hierarchical model. Since the generalized model 

are widely used for analyzing two-service communica-

tions systems and its accuracy has been verified in 

references [13], [15], we compare the analytical results 

from both models for two-service system first. Then we 

extend the studied system into a three-service 

communications system, the analytical values from the 

hierarchical model are compared with the simulation 

results. Many different kinds of scenarios are considered. 

A. The Analytical Results of a Two-Service System  

We consider a two-service communications system 

with 32 common resource units (N=32). The total traffic 

(A=A1+A2) offered by two service classes is varied from 

0.1 to 1 (0.1≤A≤1). We use S1, S2 to denote the relative 

load value of two classes (S1=A1/A, S2=A2/A), and let T1, 

T2 to denote their mean holding times (T1=1/μ1, T2=1/ μ2). 

Fig. 7-11 show the results under different parameter 

settings, (G.) denotes the results from the generalized 
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Markov Model and (H.) indicates them from the proposed 

hierarchical model. Unless stated otherwise, these 

symbols are used in the following results. In order to 

evaluate the accuracy of the hierarchical model 

completely, we first set the value of S1:S2 as 1:9 (Fig. 8) 

and 9:1 (Fig. 9) while keeping T1=T2, and then change 

the value of T1:T2 as 10:1 (Fig. 10) and 1:10 (Fig. 11) 

while keeping S1=S2 respectively. Fig. 7 shows the 

reference case in which S1=S2 and T1=T2. The main 

observation is that the results from the hierarchical model 

approximate that of the generalized model very well 

under different scenarios. 

   
Fig. 7. Comparison of two models for a two-service system (S1=S2=0.5, T1=T2=1.184e-6s). (a). The blocking probabilities of class 1 and 2 (b(1), b(2)). 

(b). The complete and partial blocking probabilities of class 2 (bc(2), bp(2)). 

   
Fig. 8. Comparison of two models for a two-service system (S1=0.1, S2=0.9, T1=T2=1.184e-6s). (a). The blocking probabilities of class 1 and 2 (b(1), 

b(2)). (b). The complete and partial blocking probabilities of class 2 (bc(2), bp(2)). 

   
Fig. 9. Comparison of two models for a two-service system (S1=0.9, S2=0.1, T1=T2=1.184e-6s). (a). The blocking probabilities of class 1 and 2 (b(1), 

b(2)). (b). The complete and partial blocking probabilities of class 2 (bc(2), bp(2)). 

   
Fig. 10. Comparison of two models for a two-service system (S1=S2=0.5, T1=10T2=1.184e-5s). (a). The blocking probabilities of class 1 and 2 (b(1), 

b(2)). (b). The complete and partial blocking probabilities of class 2 (bc(2), bp(2)). 

   
Fig. 11. Comparison of two models for a two-service system (S1=S2=0.5, T2=10T1=1.184e-5s). (a). The blocking probabilities of class 1 and 2 (b(1), 

b(2)). (b). The complete and partial blocking probabilities of class 2 (bc(2), bp(2)). 
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As shown in Fig. 7-11, for class 1 with high priority, 

both models give the same b(1) values under different 

scenarios. As discussed in Section IV, the b(1) value from 

the hierarchical model is got by Erlang loss formula 

directly. However, in the generalized model, it has to be 

calculated by complex computation according to the 

order of calculations. We can conclude that the 

hierarchical model reduces the computation complexity 

significantly, also for the calculation of the b(1) value. In 

addition, the b(1) value only depends on the traffic load 

offered by class 1 while not affected by T1. This can be 

explained by Eq. (18). As shown in Fig. 7-9, b(1)will 

decrease as S1 decreases or S2 increases while not be 

influenced by T1 values as in Fig. 10-11. 

For class 2 with low priority, the blocking values of 

b(2), bc(2), bp(2) from two models perfectly coincide with 

each other, as shown in Fig. 7, 8 and 10. When S1≤S2 

under T1=T2 or T1≥T2 under S1=S2, a lot of additional 

cases have also been checked, all of which confirms that 

similar accuracy can be obtained for the hierarchical 

model. As shown in Fig. 9 and 11, although the analytical 

values of the hierarchical model are very close to that of 

the generalized model, it always produces smaller b(2), 

bp(2). A lot of additional cases have been checked (for 

S1≥S2 under T1=T2 or T1≤T2 under S1=S2), the results 

show that this discrepancy decreases as S1:S2 or T2:T1 

decreases. Another observation is that this discrepancy is 

mainly from the partial blocking probability bp(2). As 

shown in Fig. 9 and 11, when S1:S2 is very high or T2 is 

much larger than T1, the value of bp(2) will dominate 

b(2)and the corresponding discrepancy will determine the 

total discreapancy of the blocking probability of class 2. 

The reason of this discrepancy will be shown later. 

Furthermore, the partial blocking value of class 2 will 

increase as its relative load value increase. As shown in 

Fig. 9 and 10, bp(2) is much larger than bc(2) and 

dominates b(2). Otherwise, in Fig. 8 and 10 for which 

class 2 has the higher relative load value and heavier 

arrival intensity, bc(2) is much larger and dominates b(2). 

In addition, from the results in Fig. 7-11, we found both 

models provide very similar bc(2) under different 

scenarios. These results show that the proposed 

hierarchical model provides highly accurate complete 

blocking probability values (i.e. bc(2)) of the studied 

system. 

According to the results in Fig. 7-11, we can conclude 

the applicability of the proposed hierarchical model as 

follows. 

Conclusion: For two-service communications systems, 

the hierarchical model provides accurate blocking 

probabilities for class 1 (b(1)). However for class 2, it 

gives highly accurate blocking values (b(2), bc(2), bp(2)) 

when the arrival rate of class 1 is not larger than that of 

class 2 (i.e. φ1≤φ2); otherwise although the results from 

this model approximate the blocking probabilities of class 

2 (i.e. (b(2), bc(2)) very well, it always produces smaller 

values, and this discrepancy mainly comes from bp(2). In 

addition, this model provides highly accurate complete 

blocking probability for class 2 (i.e. bc(2)). 

Reason: For the proposed hierarchical model, we 

model the service state of class 1 as an M/M/N/N loss 

model. Because of the high priority of class 1, its 

blocking value is not affected by the performance of class 

2. Hence the hierarchical model provides the accurate b(1) 

values under different scenarios, which is obtained by 

Erlang loss formula directly. For class 2, we consider the 

preemptive scheduling when building each conditional 

one-dimensional Markov chain. The outgoing transition 

probability of the last state in level 2 introduces the 

arrival rate of class 1(i.e. φ1), which is used for 

approximating its preemption probability on class 2. 

However, this approximation is not accurate. When the 

preemption happens, the current service states of both 

classes will transit at the same time: the service state of 

class 1 transits into the state (i1+1) in level 1; The state of 

class 2 (i.e. state (N-i1)) transits into the state (N-i1-1) of 

another conditional Markov chain corresponding to the 

state (i1+1) of class 1. In the hierarchical model, we cut 

off the relations among these conditional Markov chains 

and consider them separately, thus the discrepancy occurs.  

This discrepancy mainly results from the approximation 

of bp(2) and its value becomes larger as φ1 increases. 

Since T1=1/μ1 and A1=AS1=φ1/μ1, φ1 is equal to AS1/T1, 

the value of φ1 will increase if we increase S1 or decrease 

T1. Accordingly, the discrepancy of bp(2) values increases 

as S1 increases or T1 decreases. They also lead to the 

discrepancy of b(2) values. All of these are validated by 

the results shown in Fig. 7-11. 

B. The Simulation and Analytical Results for a Three-

Service System.  

In this subsection we evaluate the proposed 

hierarchical model under a 3-service scenario, i.e., class 1 

has the highest priority and class 3 has the lowest priority. 

Fig. 12-18 presents the results under different parameter 

settings. (S.) denotes the results from the simulation 

model. (H.) denotes the analytical results. The simulator 

is built using the Discrete Event Modeling on Simula 

(DEMOS) software [24]. Ten independent simulations 

are performed for each parameter setting. For all 

simulation results we have plotted the average values 

with error-bars giving the results with 95% confidence (in 

some cases these are however too narrow to be visible). 

As in Section 5.1, we use S1, S2 and S3 (S1=A1/A, S2=A2/A, 

S3=A3/A, A=A1+A2+A3) to denote the relative load value 

of three classes and let T1, T2, T3 (T1=1/μ1, T2=1/μ2, 

T3=1/μ3) to denote their mean holding times. In order to 

evaluate the hierarchical model completely, we first give 

the reference case in which S1=S2=S3 and T1=T2=T3 (Fig. 

12), then we set the value of S1:S2:S3 as 2:2:6 (Fig. 13), 

2:6:2 (Fig. 14) and 6:2:2 (Fig. 15) while keeping 

T1=T2=T3. Furthermore we adjust T1:T2:T3 as 5:1:1 (Fig. 

16), 1:5:1 (Fig. 17) and 1:1:5 (Fig. 18) while keeping 

S1=S2=S3. Both analytical values and simulation results 

are shown. The main observation is that the results from 

the hierarchical model approximate that of simulations 

very well under different scenarios. 
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Fig. 12. Comparison of analytical and simulation results for the three-service system (S1=S2=S3=1/3, T1=T2=T3=1.184e-6s). (a). The blocking 

probabilities of class 1, 2 and 3 (b(1), b(2), b(3)). (b). The complete and partial blocking probabilities of class 2 and 3 (bc(2), bp(2), bc(3), bp(3)). 

   

Fig. 13. Comparison of analytical and simulation results for the three-service system (S1=0.2, S2=0.2, S3=0.6, T1=T2=T3=1.184e-6s). (a). The 
blocking probabilities of class 1, 2 and 3 (b(1), b(2), b(3)). (b). The complete and partial blocking probabilities of class 2 and 3 (bc(2), bp(2), bc(3), 

bp(3)). 

   

Fig. 14. Comparison of analytical and simulation results for the three-service system (S1=0.2, S2=0.6, S3=0.2, T1=T2=T3=1.184e-6s). (a). The 
blocking probabilities of class 1, 2 and 3 (b(1), b(2), b(3)). (b). The complete and partial blocking probabilities of class 2 and 3 (bc(2), bp(2), bc(3), 

bp(3)). 

   

Fig. 15. Comparison of analytical and simulation results for the three-service system (S1=0.6, S2=0.2, S3=0.2, T1=T2=T3=1.184e-6s). (a). The 
blocking probabilities of class 1, 2 and 3 (b(1), b(2), b(3)). (b). The complete and partial blocking probabilities of class 2 and 3 (bc(2), bp(2), bc(3), 

bp(3)). 

   

Fig. 16. Comparison of analytical and simulation results for the three-service system (S1=S2=S3=1/3, T1=5T2=5T3=1.184e-6s). (a). The blocking 

probabilities of class 1, 2 and 3 (b(1), b(2), b(3)). (b). The complete and partial blocking probabilities of class 2 and 3 (bc(2), bp(2), bc(3), bp(3)). 
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Fig. 17. Comparison of analytical and simulation results for the three-service system (S1=S2=S3=1/3, T2=5T1=5T3=1.184e-6s). (a). The blocking 

probabilities of class 1, 2 and 3 (b(1), b(2), b(3)). (b). The complete and partial blocking probabilities of class 2 and 3 (bc(2), bp(2), bc(3), bp(3)). 

   

Fig. 18. Comparison of analytical and simulation results for the three-service system (S1=S2=S3=1/3, T3=5T1=5T2=1.184e-6s). (a). The blocking 

probabilities of class 1, 2 and 3 (b(1), b(2), b(3)). (b). The complete and partial blocking probabilities of class 2 and 3 (bc(2), bp(2), bc(3), bp(3)). 

   
Fig. 19. Evaluation of the hierarchical model for a three-service system with capacity of only one common resource unit (N=1). 

Results from Fig. 12-18 show that the proposed 

hierarchical model provides the accurate b(1) values 

under different scenarios, and its value only depends on 

its own traffic load. This can be explained by formula 

(18), which is expressed by A1 and N. The value of b(1) 

increases a lot when increasing S1 from 1/3 to 0.6 (as 

shown in Fig. 12 and 15), and it decrease when 

decreasing S1 from 1/3 to 0.2 (as shown Fig. 12 and 

13/14); meanwhile the b(1) value is not affected by T1 

when keeping S1 unchanged (as shown in Fig. 16-18). For 

other classes, the hierarchical model offers high degree 

accurate blocking probabilities under small relative load 

value of the higher priority classes for T1=T2=T3 or large 

relative holding time of the higher priority classes for 

S1=S2=S3. Otherwise, even if the analytical results are 

very close to that of simulations, it always produces 

smaller values. For instance, considering class 2, the 

hierarchical model provides the highly accurate blocking 

probability under small S1 (as shown in Fig. 12-14) or 

large T1 (as shown in Fig. 16). Otherwise this model 

gives the smaller blocking probabilities as shown in Fig. 

15 (S1=0.6) and Fig. 17 (T1=5×1.184e-6s). When 

considering class 3, the accuracy of its blocking 

probabilities from this model depends on the performance 

of both classes 1 and 2. As shown in Fig. 12-18, the 

hierarchical model provides highly accurate b(3) values 

when S1+S2 ≤2/3(Fig. 12 and 13) or smaller T3  compared 

with T1 or T2 (as shown Fig. 16 and 17), otherwise the 

analytical values of b(3) is smaller (Fig. 14, 15, 18). 

Furthermore, we find the discrepancy between the 

analytical and simulation results mainly comes from the 

partial blocking probability. As shown in Fig. 14-15 and 

Fig. 17-18, the discrepancy from the partial blocking 

probability dominates that of the corresponding total 

blocking probability. The reason of this is described in 

Section V.A, which shows that the approximation, which 

approximates the arrival intensity of all higher priority 

classes as its preemption probability, is not accurate. In 

addition, we also observe that the hierarchical model 

always provides the highly accurate complete blocking 

probabilities for the studied system. As shown in Fig. 12-

18, the hierarchical model always provides accurate 

values of bc(2) and bc(3) under different scenarios. Fig. 

12-18 also validates one important property of 

preemptive scheduling: for the service class with the 

lowest priority, its blocking probability depends on the 

total load value of all higher priority classes, independent 

of their load allocation. As shown in Fig. 14 and 15, the 

value of b(3) is not affected by the variation of the 

allocation between S1 and S2. 

According to the results from Fig. 12-15, we observe 

that the blocking probabilities of three classes are mainly 

depends on their load allocations. However, if we vary 

the mean holding times of them while keeping the same 

load allocation, the blocking probability of each class will 

keep quite stable under the same system load, as shown in 
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Fig. 15(a)-18(a). It is noticeable that the allocation of 

complete and partial blockings changes dramatically. The 

reason for this is the holding time of one class determines 

its preemption/interrupted probability, the partial 

blocking value of one class (i.e. the probability of being 

preempt/interrupted) increases as its holding time 

increases, like bp(2) in Fig. 17(b) and bp(3) in Fig. 18(b).   

C. Results for a Three-Service System with Only One 

Common Resource Unit.  

Fig. 19 presents the simulation results and blocking 

probabilities from the proposed hierarchical model for the 

case that the studied system has only one common 

resource unit, the parameter settings (except that N=1) 

are same as in Fig. 12. Both results for three classes are 

shown. The most important observation is that the 

blocking probabilities (both complete blocking and 

partial blocking probabilities) from the hierarchical 

model completely coincide with that of the simulation 

model. No discrepancy exists between them. The reason 

is that the approximation made in hierarchical model is 

accurate for the studied system in case of only one 

common resource unit. For instance, for a 3-service 

system with N=1, we use the arrival rate intensities of 

class 1 and 2 to approximate their preemption probability 

on class 3. Since N is equal to 1, on the boundary state 

(i.e. the resource is occupied by class 3 user), if any 

higher priority class user (i.e. the user of class 1 or 2) 

arrives, the being served class 3 user will be 

preempted/interrupted, its service state will go back to 

state (0) while the state of this higher priority arriving 

user will transit to state (1). This is in accord with our 

hierarchical model. Hence the hierarchical model 

provides the accurate blocking probabilities. In addition, 

for the studied system with only one common resource 

for all classes, the proposed model provides accurate 

blocking probability for each class with much simpler 

calculation. For a R-service system, the generalized 

model is a R-dimensional Markov model. Because of the 

normalization limitation, we need to solve (R+1) 

equations to get those R parameters (i.e. the probability 

value of each system state). However, using the 

hierarchical model, we can get the blocking probability of 

each class by the closed form expression directly, 

independent of the number of the service classes 

supported by the system.  

VI.  CONCLUSIONS 

 In this paper two different Markov models, which are 

used for analyzing the performance of the multi-service 

communication systems with preemptive scheduling, 

have been presented. One model is the generalized 

model-based on a variant of the multi-dimensional Erlang 

loss model. Due to the complexity of finding the 

normalization constant, existing research using this model 

is limited to analyzing small systems with only two 

service classes. The other model is a novel approximate 

hierarchical model-based on the combination of 

conditional one-dimensional Markov chains. It is built as 

multiple levels of one-dimensional Markov chains. Each 

level presents all possible service states for one class. 

This model analyzes the performance of each service 

class directly and separately, the corresponding 

computational complexity is reduced dramatically. 

Furthermore, this model can be applied to a general 

multi-service scenario. Closed form expressions of the 

blocking probabilities are also given by this hierarchical 

model.  

In order to investigate the accuracy and the 

applicability of the proposed hierarchical model, we 

compare the analytical results with that of the generalized 

model and with simulations, in two- and three-service 

systems respectively. Results show that the accurate 

blocking probability of class 1 can be got by the Erlang 

loss formula directly in our hierarchical model. For other 

classes, this model gives highly accurate blocking 

probabilities under different scenarios, especially when 

the relative arrival rates of the lower priority classes are 

higher. Otherwise, although this model always offers 

satisfactory results, it produces smaller values. This 

discrepancy mainly comes from the corresponding partial 

blocking probability. The reason for this is given in the 

paper. In addition, this hierarchical model provides 

accurate blocking probabilities for all classes in case of 

the system with only one common resource unit. 
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