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Abstract— In this work a joint clock recovery (CR) and
equalization scheme for short burst transmissions is pre-
sented. The joint optimization performance may be pur-
sued by means of both data aided and decision directed
solutions. The novel algorithm is based on an iterative
scheme, exploiting a timing error function sampled at
symbol rate. The symbol timing adjustment is implemented
by an interpolation filter, built according to the Farrow
structure. Equalization is obtained by baud spaced zero
forcing (ZF) and minimum mean square error (MMSE)
linear filtering. Performance is evaluated by simulating a
QPSK transceiver and simulations results are compared with
the ideal solutions, for both symbol timing recovery and
channel equalization, under frequency selective multipath
fading channel conditions.

Index Terms— clock recovery, expectation maximization,
MMSE, ZF, digital interpolation

I. I NTRODUCTION

Modern and planned high speed telecommunications
systems are based on the idea to share ”on demand” their
capacity among users that are allowed to transmit chunks
of data according to their needs. High speed receivers
need precise timing to correctly understand the symbols
and time sharing channel resources requires that tracking
algorithms must be able to work on “packets” of data
composed by a limited number of symbols. In digital com-
munication receivers, frequency selective fading channel
impairments may be counteracted by employing a linear
baud spaced equalizer, under the assumption of a perfect
symbol timing recovering. In order to mitigate the strong
dependance on symbol timing errors, a fractionally spaced
equalizer working at least at two samples per symbol
can be used [1] [2]. Clock synchronization is usually
accomplished through a feedback loop that control the
phase of an analog local clock or by a feedforward circuit
able to re-build a timing wave from the incoming received
symbols [3]. The feedback loop may be controlled by
a digital error, which tracks the received symbol timing
and usually samples the incoming signal at twice the
symbol rate [5]. An all digital implementation can be
used if the samples at the output of an analog-to-digital
converter (ADC) are not synchronized with the incoming
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analog signal. This may be realized by using a sim-
ple local oscillator (LO) instead of a voltage-controlled
oscillator (VCO) to drive the ADC conversion. In this
case, digital interpolation techniques may be employed
in order to produce the correct sample values, at the
modem output, that would occur if the original sampling
had been synchronized to the incoming received symbols.
In this sense the receiver had to compute the correct
fractional delay needed to synchronize the incoming
symbols, the interpolation filter coefficients and the re-
generated sampling clock. The last action is generally
not required if the data symbols ”are consumed at the
receiver location” [3], like in burst communications. In
[4], simulation results demonstrate that simple digital
interpolations may gain the same performance of hybrid
digitally controlled analog loops. Digital filter interpola-
tion may be efficiently implemented in hardware by the
Farrow structure, in which the only variable parameter
is the fractional phase delay [6]. According to this, the
re-computation of the filter coefficients are no longer
needed. Farrow interpolation filters may be realized as all-
pass [7] or they can be included in the Nyquist receiver
filter [8]. In this works, the main focusing is on open
loop solutions, assuming that the synchronization process
is done after the acquisition of the entire data-burst. In
[9] a polynomial-based maximum-likelihood technique is
presented for open loop synchronization in an all digital
receiver which uses a Farrow interpolator, while in [10]
a similar receiver structure is exploited for designing
a very fast digital symbol timing recovery (STR) by
using a second order interpolator, obtaining, as a unique
drawback, a relatively poor performance due to the low
filter order. Following this idea, a data aided STR scheme
for burst receiver was presented in [11], based on a second
order interpolator for fast estimating the correct receiver
fractional delay while a higher 4th or 6th order filter is
used for increasing the interpolation accuracy as well as
the CR performance. A recent paper revealed that the
joint design of both the interpolation filter and a decision
feedback equalizer can improve the receiver performance
[12], while in [13], it is presented an iterative algorithm
for symbol timing recovery of short bursts working at the
symbol rate. According to these premises, the basic ideas
shown in this paper are to derive a new algorithm for joint
STR and equalization of short data packets, in order to
better exploit the information contained in the received
burst sequence. The new STR burst-by-burst algorithm
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is built starting form [13] using a timing error function
found in [15], adapted to work in a burst receiver. In
this sense the scope is to extend the results found in
[12] to build an adaptive receiver in which information
is iteratively exchanged between the STR interpolator
and the equalizer, in a way similar to the one shown
in [16]. The algorithm proposed in this paper, instead
of attempting to directly estimate the channel delay and
the equalizer coefficients, is based on the iterative re-
filtering of the received burst data. At each iteration
the symbol timing phase and equalizer tap values move
towards increasing values of likelihood, according to the
generalized expectation maximization (EM) framework
[17]. This work extends the results of [14] to the MMSE
case.

II. T HE PROPOSED SCHEME

The baseband received signal can be modeled as:

r(t) =

∞
∑

k=−∞

d(k)h(t − kT − τT ) + w(t) (1)

whered(k) are the transmitted symbols with timing pe-
riod T , h(t) comprises the channel and all the transmitter
and receiver filters andw(t) represents the AWGN (Addi-
tive White Gaussian Noise) contribution. Throughout the
paper, QPSK will be assumed although the results can be
easily extended to M-QAM modulations. The imperfect
sampling time is taken into account by the unknown
fractional delay parameterτ and the cascade transceiver
filters are modeled as a raised cosine frequency response
filter. The channel fading is considered to be frequency
selective while time selectivity can be assumed to be
negligible according to the short burst framework consid-
ered. After the analog to digital conversion, the signal is
sampled at twice the symbol rate and can be represented
by considering separately the two symbol halves:

r(2n) =
∑

∞

k=−∞
d(k)h(k − 2n − τ/T ) + w(2n)

r(2n + 1) =
∑

∞

k=−∞
d(k)h(k − 2n − 1 − τ/T )+

+w(2n + 1)
(2)

wherer(n) ≡ r(nT ).

The first step of the algorithm is the choice of the
half symbol sample closest to the right timing. This can
be accomplished according to the maximum likelihood
principle [1] [5] [9]:

L0 = ℜ
[

∑N−1

n=0
r∗(2n)d(n)

]

L1 = ℜ
[

∑N−1

n=0
r∗(2n + 1)d(n)

]

(3)

L0 andL1 represent the likelihood functions computed for
the even and odd samples whiled(n) are the preamble
known symbol for the data aided (DA) case or the esti-
mated ones at the receiver output for the decision directed

(DD) mode. N is the number of symbols considered
in the computation, and may coincide with the burst
length for the DD operation mode, while “*” represents
the complex conjugate. Symbol rate samples for the
subsequent steps are chosen depending on the maximum
of the two computed likelihoods:

x(n) = r(2n) if L0 > L1

x(n) = r(2n + 1) if L1 > L0

(4)

A. Symbol timing recovery

The samples provided by equations (4) are used to
compute the fractional timing delay error by using what
in [15] is called the ”type B timing error function”, in
an adaptive burst-by-burst manner, following the same
approach proposed in [13], [14]:

f(τ) = h(1) (5)

whereh(1) represents the first trailing echo of the channel
impulse response which must be equal to zero in pres-
ence of perfect timing sampling. Equation (5) represents
the starting point for deriving some linear timing error
detectors to be used in analog and digital symbol timing
recovery loops. In the work [13], only devoted to timing
recovery, has been used the ”type A timing error function”
of [15]. In this paper we have adopted the type B error
function because it seems from simulation results that the
joint equalization and STR performs better in this way.
One important step of this work is to exploit the burst
nature of modern digital modems, to directly implement
the equation above and use it for computing the fractional
delay correction to be used in a polynomial interpolator.
This can be pursued by means of an iterative algorithm,
for which the convergence is assured in the context
of the generalized EM paradigm [17]. In this way the
timing error computation is done in an adaptive manner
at each received burst, using directly the channel impulse
response estimation which takes into account the effects
of ISI (Inter-Symbol Interference). Following this idea,
a channel equalization step, based on the zero forcing
(ZF) criteria [1] [5], is incorporated in the algorithm
iterations in order to jointly perform both timing recovery
and equalization.

In order to avoid any matrix inversion, the channel
impulse response may be computed by evaluating the
cross-correlation:

ĥ(n) =
1

N

N−1
∑

k=0

r(k)d∗(k − n) (6)

where, as indicated in the equations above, thed(n)
belong to the preamble or represent the estimated symbols
for the DD operation mode [16]. After estimating the
channel impulse response with the previous equation,
the fractional delay of the channel, to be used for the
polynomial interpolation, can be computed using (5):

µ = τ/T ≃ ℜ(ĥ(1)) (7)
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Figure 1. Farrow structure for the interpolation filter.

where the real part is taken according to the facts that
the generic complex envelope of the channel impulse
response is complex while the used Nyquist shaping
function is real [5].

In the next subsection we briefly review the Farrow
structure for the digital interpolator which makes use of
(7) for correcting the channel symbol timing delay.

B. Digital filtering by Interpolation

The Farrow structure (see Fig. 1) of the interpolation
filter consists ofL + 1 parallel FIR branch components
with fixed coefficients having transfer functionsCl(z),
for l = 0, 1, ..., L, and only one variable parameterµ.
The parameterL is the degree of the polynomial while
µ represents the fractional delay timing error correction.
The impulse response of the interpolator in each sampling
time intervalTs = T

2
, whereT is the symbol time, is:

p(t) ≡ p(iT ) = p [(k + µ)Ts] =

L
∑

l=0

cl(k)µl (8)

The output of the Farrow scheme is:

y(n) =

M/2−1
∑

k=−M/2

r(n − k)p [(k + µ)Ts] =

L
∑

l=0

fl(n)µl

(9)
where:

fl(n) =

M/2−1
∑

k=−M/2

r(n − k)cl(k); (10)

and M , the Farrow branch filter length, is equal to the
filter order plus one. The basic idea of this structure is
that the outputsy(i) form a polynomial approximation
for the continuous-time signalr(t) at time instantsiT =
(n + µTs).

The obvious advantage, in terms of hardware imple-
mentation complexity, is that the filter coefficients are
constant and the output time sampling is only controlled
by the parameterµ. The design of Farrow interpolators
can be done in several ways and traditionally it is based on
Lagrange polynomials. In this work we consider the Far-
row structure for the Lagrange interpolator polynomials,

as reported in [7], which satisfies the following condition:

Vc = z (11)

where:

c = [C0(z) C1(z) · · · CL(z)]T

z = [1 z−1 · · · z−L]T
(12)

andV is the Vandermonde matrix:

V =











00 01 · · · 0L

10 11 · · · 1L

...
...

...
L0 L1 · · · LL











(13)

The solution of (11) provides a filter structure in which
the fractional delayµ ∈ [0, 1] and a constant phase delay
with respect to the filter order.

A more efficient construction is suggested in [7], with
a new parameter range equal to[−0.5, 0.5]. This can be
pursued by employing the matrix transformationT:

Tn,m =







round(L
2
)n−m

(

n
m

)

for n ≥ m

0 for n < m
(14)

wheren, m = 0, 1, · · · , L and the new filter is obtained
by replacing the solution of (11) with:

c = TV−1z (15)

C. Generalized EM algorithm for joint STR and equal-
ization

The EM algorithm is a very general framework that
provides an iterative procedure for computing maximum
likelihood estimation (MLE) in situations where some
parameters are missing. Letr be the random vector
corresponding to the received signal samples. This is
the incomplete set, whiley = (r, µ,b) represents the
complete data set; the receiver must choose the estimated
symbol vector which maximizes:

p(d|r) = p(d|r, µ,b)f(µ,b) (16)

where the fractional timing delayµ and the equalizer
coefficientsb are the missing parameters andf(µ,b) is
their joint probability density function.

The EM algorithm proceeds iteratively by replacing
the complete data likelihood function by its conditional
expectation givenr using the current estimate of(µ,b),
called (µk,bk). The maximization of (16) can be done
by using the following two-step iterative procedure:

1) E-Step. Calculate
Q(µ,b; µk,bk) = E{p(d|r, µ,b)|rk, µk,bk}

2) M-Step. Choose
(µk+1,bk+1) that maximizeQ(µ,b; µk,bk), that
is Q(µk+1,bk+1; µk,bk) ≥ Q(µ,b; µk,bk).

When a closed form solution of the M-Step computation
does not exist, it is possible to use the generalized version
of the algorithm for which the maximization over all
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the possibile parameter values is replaced by [17, section
1.5.5, page 28]:

Q(µk+1,bk+1; µk,bk) ≥ Q(µk,bk; µk,bk) (17)

That is choosing(µk+1,bk+1) to increase the function
over the parameter values(µk,bk) instead of maximizing
it over all the possible outcomes.

In our scheme the E-Step corresponds to the inter-
polation of the matched filter output samples, using the
Farrow structure described in (15), followed by the block-
by-block equalizer. The M-Step is obtained in the gener-
alized sense by using the type B timing error function,
previously introduced and the equalizer coefficients re-
computation.

D. The complete procedure

In fig. 2, the complete processing chain is shown while
in the following each step of the iterative algorithm is
explained in details. Please note that in the following
equations superscript index represents thei-th received
burst while subscriptm is used for numbering the iter-
ations;N is the burst length whileNp is the preamble
length or the number of samples used for computing the
timing delay and the equalizer filter coefficients in the DD
operation mode. In the latter caseNp can be set≤ N .

Using the equations discussed in previous sections the
detailed algorithm steps for thei-th burst are:

1) the half symbol closest to the right timing sampling
is chosen according to (3) in the initialization step
and it is kept fixed for all thei-th burst iterations;

2) According to the previous step the signal is down-
sampled toT and the DD symbols are estimated if
needed by the DD mode operation:

xi
m(n) = ri

m(2n) if L0 > L1

xi
m(n) = ri

m(2n + 1) if L1 > L0

(18)

d̂i
m(n) = g[xi

m(n)] (19)

where the functiong(·) is the output of the M-QAM
symbol detector;

3) the channel impulse response is estimated using the
symbol preambles or the DD ones from (19) [16],
for n = 0, 1, · · · , Np − 1:

ĥi
m(k) =

1

Np

Np−1
∑

k=0

xi
m(n)di

m(k − n); (20)

4) the fractional delay parameterµi
m is computed,

following the timing error function reported in [15]
[5], by means of

µm
i ≃ ℜ(ĥi

m(1)); (21)

5) the estimated channel impulse responseĥi
m is over-

sampled, by zeros insertion, and filtered by the
Farrow branch filterscl, built according to (15):

yi
m(j) =

L
∑

l=0

M/2−1
∑

k=−M/2

ĥi
m(j − k)cl(k)(µi

m)l, (22)

wherej = 2n;
6) The equalizer impulse response is obtained from

the previous equation by the application of the zero
forcing criterion:

bi
m = (Yi

m(YH)i
m)−1yi

Dm (23)

or the MMSE one:

bi
m = (Yi

m(YH)i
m + σ2I)−1yi

Dm (24)

wherebi
m denotes the vector representation for the

equalizer impulse response,Yi
m is the convolution

matrix of the channel impulse response provided
by (22), down-sampled to symbol rate, whileyi

Dm

denotes thedth column of Yi
m, representing the

delay of the equalizer chosen in order to obtain a
non-casual and symmetric impulse response.~I is
the identity matrix andσ is the noise variance which
may be assumed known at the receiver or computed
using the DD symbols of the previous iteration. In
case of fractionally spaced equalization the rate of
yi

m(j) is left unchanged;
7) The received signalri

m(n) is filtered by bi
m(j),

overs-ampled by two, whereNe denotes the equal-
izer filter length:

ri
m+1(j) =

Le
∑

l=0

ri
m(j − l)bi

m(j) (25)

All the steps from 2) are repeated until convergence.

The algorithm can be stopped when it reaches a max-
imum number of iterations or until

Ne−1
∑

j=0

|bi
m+1(j) − bi

m(j)| < ǫEQU (26)

|µi
m| < ǫSTR (27)

where ǫEQU,STR ≃ 0 represent the requested precisions,
respectively for the estimated equalizer coefficients and
the fractional timing error correction. Relation (27) is due
to the fact that during iterations, the estimated fractional
delay parameters go to zero as the received signal is re-
filtered by the interpolator. This is similar to the behavior
of a clock recovery loop using the Mueller and Müller
TED [15].

Down-sampling by two prior to filtering, in steps 5)
and 7) can be easily and jointly obtained by means of a
polyphase implementation [18].

III. PERFORMANCEEVALUATION

Performance of the new scheme has been evaluated by
simulating a QPSK transceiver with raised cosine pulse
shaping, affected by frequency selective multipath fading
and additive white Gaussian noise. Multipath fading is
modeled as a two rays channel with impulse response
equal to h = [1 0.5]. The estimated channel impulse
response has three tap coefficients while the equalizer
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Figure 2. The proposed scheme

length is set to nine. The order of the interpolation filter
is four and it has been obtained by (15). The rolloff factor
of the shaping filter isα = 0.35. For the MMSE case,
the noise variance is iteratively computed using the DD
symbols of the previous iteration.

A. Convergence analysis

Fig. 3 shows the convergence speed for the fractional
timing correctionµi

m. The length of the transmitted bursts
is N = 256 while Np denotes the number of symbols used
for the channel impulse response and delay computations.
It represents the known preamble length in the DA case
or the number of DD symbols used for estimating the
unknown parameters during iterations. The channel timing
error is set toτ = 0.25T representing the worst case for
the clock recovery problem. In the DD case all the burst
symbols are used for computation while a preamble length
of 64 seems to be a good tradeoff between performance
and bandwidth efficiency. Regarding the timing error
correction capability, a number of iterations greater than
5-6 seems to be enough.

Fig. 4 and 5 show the convergence speed of the
equalizer coefficients, computed by (23). As the timing
correction goes to zero, the equalizer tap values go to a
Dirac unit pulse. This is due to the iterative re-filtering of
the signal as explained in the previous section. Obtained
results show that a number of iteration greater than 5-6 is
sufficient from the point of view of linear ZF equalization
purposes. Simulation conditions and parameters are the
same of those in Fig. 3.

1 2 3 4 5 6 7 8 9 10
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

Number of iterations

|µ
m
i |

 

 
DD, N

p
 = 256

DA, N
p
 = 64

Figure 3. |µi
m| versus number of iterations, burst lengthN = 256.

B. SER performance

SER curves have been obtained in the same channel
conditions assumed in the previous section, considering
the worst case, corresponding to a channel delayτ =
0.25T and the channel estimator operating in the decision
directed mode. The iterative algorithm stops when it
reaches a maximum number of iterations equal to 10.

Simulation results of the new scheme are compared
with those obtained assuming ideal clock recovery and
zero forcing/MMSE equalization, under an ideal channel
impulse response acquisition, considering the same equal-
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Figure 4. Equalizer coefficients|bi
m(j)| versus number of iterations,

DA case,Np = 64, burst lengthN = 256.
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Figure 5. Equalizer coefficients|bi
m(j)| versus number of iterations,

DD case,Np = 256, burst lengthN = 256.

izer filter length. In DD mode, all the transmitted burst
symbols have been used for channel impulse response and
delay computations (Np = N ).

IV. CONCLUSION

This work introduces a novel burst-by-burst joint sym-
bol timing recovery and linear equalization scheme, which
makes use of an adaptive computation of the timing
error function, by exploiting the impulse response channel
estimate in an iterative manner. The timing error function
output is used directly as fractional delay parameter
of an all-pass Farrow polynomial interpolator while the
linear equalizer coefficients are computed using the same
estimated channel impulse response by the application of
the ZF and MMSE criteria. The scheme convergence is
assured by the generalized framework of the expectation
maximization algorithm [17]. The MMSE performance
is better than the ZF one, with only a little increase
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Figure 6. SER versusEb/N0, DD case,Np = N = 128, 256, 512.
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Figure 7. SER versusEb/N0, DD case,Np = N = 128, 256, 512.

in computational complexity due to the noise variance
computation.

Presented results look promising, especially from the
point of view of using this solution jointly with a more
sophisticated symbol estimation technique, like decision
feedback equalization (DFE) [12], decoding scheme or a
combination of both [19].
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