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Abstract� Providing space diversity at mobile devices such
as handsets, personal digital assistants (PDA), etc is costly
and problematic, due to their strict space limitation. Recent
studies, however, have revealed that extraordinary diversity
gain, which results in the remarkable bene�ts of an increased
achievable transmission code-rate and a reduced information
outage probability, can be obtained from a relay node in the
proximity, which forwards the decoded information from the
source node to the intended destination node via a diversity
path. While previous works had shown the impressive gains
from simple �xed-relaying schemes over non-relaying, this
paper takes an information-theoretic viewpoint to study the
optimal decode-and-forward (DF) single-hop relay strategy
for maximizing the mutual information between the source
and destination nodes exploiting the instantaneous channel
state information at the nodes (CSIN), and for minimizing
the outage probability if only the statistical channel infor-
mation is known at the nodes (SCIN). In particular, our aim
is to optimize the time and power distribution between the
direct transmission and relaying phases, for a cooperative
three-node relay fading channel.
Index Terms� cooperation diversity, MANET, mutual infor-
mation, power control, relay, outage probability

I. INTRODUCTION

Multipath fading introduces instability and randomness
of a wireless channel which presents a fundamental phys-
ical challenge of achieving high-speed reliable communi-
cations over air (e.g., [1]). The subject of providing diver-
sity in reception to remedy the channel impairement has
long been investigated for decades. Diversity techniques
work under the same general principle, which reduces the
risk of being in a deep fade from a number of independent
copies of reception. Nonetheless, their performances may
vary considerably depending on the system constraints.

For instance, high-speed communication tends to have
a slow-varying channel, and time diversity becomes in-
feasible unless delay can be tolerated. On the other hand,
frequency diversity is in general very expensive because it
takes up more spectra. For this reason, space diversity has
emerged as one attractive means to alleviate the channel
impairments without bandwidth expansion and increase
in transmit power [2]�[4]. Traditionally, space diversity is
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obtained by employing multiple receive antennas for inde-
pendent receptions. Recent advanced multi-antenna tech-
nologies such as multiple-input multiple-output (MIMO)
antennas have also been widely acknowledged (e.g., [5]�
[8]). Dif�culty arises, nevertheless, if a mobile station has
to be compact and employing multiple antennas may not
be viable. This problem is more pronounced in a mobile
ad hoc network (MANET) which is self-organized and
formed by a number of mobile terminals without relying
on any pre-existed infrastructure.

In a MANET, every terminal is regarded as a node that
can transmit or receive information to or from neighboring
nodes. Range is potentially a critical issue, due to power
limitation, and channel fading will further deteriorate the
link quality. A promising alternative to mitigate fading in
MANET is cooperation diversity in which several nodes
cooperate together (through signaling) to form a virtual
MIMO system for the space diversity bene�ts [9]�[11].

Cooperation diversity is accomplished by having a node
acting as a relay to forward the received information from
the source to the intended destination node (see Figure 1).
The fact that the channel responses from the source and
the relay nodes to the destination node are independent, is
exploited to obtain space diversity. In recent years, much
attention has been received on the use of user cooperation
diversity in wireless networks (e.g., [12]�[15]).

In [12], [13], Sendonaris et al. presented an extensive
set of simulation results demonstrating the great potential
of cooperation diversity and discussed some implementa-
tion issues. Most recently in [14], Hunter et al. looked into
coded cooperation in which cooperation operates through
channel coding in the spatial domain. Instead of repeating
the received bits [in decode-and-forward (DF) relaying],
the cooperating node sends an incremental redundancy for
its partner. [14] also derived the outage probability for the
coded cooperation. In [15], Laneman et al. developed and
analyzed low-complexity cooperation diversity protocols
for delay-constrained or non-ergodic wireless channels in
which the fading effect cannot be averaged out by the
coding design. Incremental relaying with limited feedback
was proposed to decrease the outage probability.

In this paper, we consider a three-node wireless net-
work with a source, relay and destination, as in [15] where
transmission time is divided into two periods: 1) τd units
of time for direct transmission from the source node to
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both the relay and destination nodes, and 2) τr units of
time for forwarded transmission (or relaying) from the
relay to the destination node. Moreover, we assume that
the relaying strategy is operated in a DF fashion so that
the received information at the relay is �rst decoded, then
forwarded to the destination node. In particular, our aim
is to optimize the time-division (τd, τr) and the power
allocation for the two phases. The work presented in this
paper is an extension of [15] where τd = τr = 0.5 was
considered for simplicity. The problems of interest are:

1) To maximize the mutual information of the relayed
channel if the channel state information is available
at all the participating nodes (CSIN); and

2) To minimize the outage probability of the relayed
channel if only the statistical channel information
is available at the nodes (SCIN).

The rest of the paper is organized as follows. In Section
II, the channel model is described and some fundamental
information-theoretic results for a relayed channel will be
derived. In Section III, we analyze the mutual information
maximization problem and present the optimal relaying
scheme. The outage probability minimization will be dealt
with in Section IV. Section V extends the results for a user
cooperation network. Numerical results will be provided
in Section VI and �nally, Section VII concludes the paper.

II. THE THREE-NODE RELAY CHANNEL

A. Channel Model
Consider a three-node relay channel as shown in Figure

1 where the source node intends to send a message w to
the destination node by a codeword of N symbols with
power Pd during the direct transmission phase. Assuming
that N is large (ideally in�nite) and a Gaussian codebook
is used, the rate achievable at the destination node directly
from the source node is given by

ISD = τd log2(1 + ρdgSD), (1)

where τd denotes the units of time for the transmission,
ρd , Pd

N0
with N0 being the noise power density denotes

the signal-to-noise ratio (SNR) at the destination node,
and gSD is the instantaneous channel power gain between
the source and the destination nodes.

The relay node in the proximity with the channel power
gain gSR from the source also listens to the transmission
and can therefore support up to rate

ISR = τd log2(1 + ρdgSR). (2)
If the transmission code-rate, R0, that the source node

is transmitting is below the channel capacity between the
source and the relay nodes, i.e., R0 ≤ ISR, then the relay
is able to decode the data reliably and forward the re-
encoded message to the destination node with τr units of
time. Note that for a proper design, if it happens that R0 >
ISR, then no relaying should take place and essentially
τr = 0. Therefore, as a summary, we have

{
τr ≥ 0 if R0 ≤ ISR,

τr = 0 if R0 > ISR.
(3)
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Figure 1. (a) A three-node relay channel with (b) showing the direct
transmission phase and (c) showing the relaying phase.

Denoting the power transmitted from the relay as Pr,
the maximum rate attainable at the destination node from
the relay node is given by

IRD = τr log2(1 + ρrgRD), (4)

where ρr , Pr

N0
.

Our following consideration will assume that the chan-
nels are invariant during the two phases of transmission.
However, depending on the type of channel information
known to the nodes, the optimization regarding the power
and time allocation (ρd, ρr, τd, τr) may choose to adapt
to the variation of the instantaneous channels or in the
statistical sense (see Sections III & IV).

B. Mutual Information of the DF Relay Channel
To analyze the three-node relay channel described, it

is essential to determine the mutual information between
the source and the destination nodes with relay. We �nd
the following lemmas useful for this purpose.

Lemma 1 Mutual Information for Relayed Communi-
cation when τd = τr = τ�With the system model in
Section II-A, the mutual information between the source
and the destination nodes with an equal-time allocation
(i.e., τd = τr = τ ) is given by

IE(τ) = min{I0(τ), ISR(τ)} (5)

where

I0(τ) = τ log2 (1 + ρdgSD + ρrgRD) . (6)
Proof: In this relay channel, relaying is preset at τ .

The de�nition of the mutual information already requires
that the relay node reliably decodes the information from
the source node so that a �proper� relaying can be done.
As such, the mutual information of the relayed channel
is upper-bounded by

IE(τ) ≤ ISR(τ). (7)
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Figure 2. (a) A general relayed channel model and (b) the equivalent
model of (a).

With relaying, the destination node will have two inde-
pendent copies of the same message w transmitted with
the same bandwidth τ , one from the source and one from
the relay. The optimal maximum-likelihood (ML) receiver
at the destination node can then be realized simply by
maximal-ratio combining the two signals. Effectively, the
resultant channel is equivalent to the maximally combined
channel with SNR, ρdgSD+ρrgRD. In other words, the rate
achievable between the source and the destination nodes
permits the expression I0(τ) in (6) if it does not exceed
ISR(τ), which makes sure that the relay can decode the
information reliably from the source. This has completed
the proof. ¤

Lemma 2 Mutual Information Invariant to SNR and
Time Interchange�There is a fundamental tradeoff be-
tween power (or more accurately SNR) and the amount
of time on which the communication is taken place. In
particular, for a transmission with SNR, ρ, and time of α,
the mutual information is given by

I = α log2 (1 + ρg) (8)

where g denotes the gain channeling the communication.
The same mutual information is achievable by a different
time duration, β, and a different SNR given by

ρ̃ =
(1 + ρg)

α
β − 1

g
. (9)

It is important to note that however in practice, both
α and β should be large enough to allow a long-enough
codeword for averaging out the effect of noise so that the
Shannon's capacity formula is still valid and achievable.

Proof: Simply setting

α log2(1 + ρg) = β log2(1 + ρ̃g), (10)

it is easily seen that ρ̃ is given by (9). ¤
The main novelty of this paper is that we address the

optimization in the cases where τd and τr are generally
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Figure 3. (a) The instantaneous mutual information for a particular
relay channel realization as a function of the relaying time, τr . (b) The
average mutual information of a relayed channel for different channel
settings.

not equal. In order to express the mutual information of
this relay channel, the following lemma is needed.

Lemma 3 Mutual Information for Relayed Communica-
tion for (τd, τr)�The mutual information for the relayed
channel is given by

Irelay(τd, τr) =





Ĩ0(τd, τr) if τr = 0,

min
{
Ĩ0(τd, τr), ISR(τd)

}
if τr > 0,

(11)
where

Ĩ0(τd, τr) = τd log2

[
ρdgSD + (1 + ρrgRD)

τr
τd

]
. (12)

Proof: To start with, it is understood from Lemma
2 that a duration of τr(> 0) with SNR of ρr is equivalent
to a duration of τd with SNR of

ρ̃r =
(1 + ρrgRD)

τr
τd − 1

gRD
. (13)

This power-and-time interchange is illustrated in Figure
2. Then, the result of this lemma can be directly obtained
by applying Lemma 1. Note that for τr = 0, no relaying
occurs and the mutual information is no longer bounded
by ISR. This completes the proof. ¤

In Fig. 3(a), the mutual information for a relay channel
is plotted as a function of τr for some arbitrary channel
settings. Note that there is a discontinuity of Irelay at τr =
0 and/or τr = ς where ς will be given in (17) in the next
section. Fig. 3(b) further demonstrates the average mutual
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information performance of a relayed channel for various
channel settings. Results indicate that a judicious choice
of τr could greatly boost the average capacity between
the source and the destination nodes.

III. MAXIMIZING MUTUAL INFORMATION WITH CSIN
In this section, we investigate the optimization problem

of the relayed channel provided CSIN is available and we
are interested in determining the optimal time and power
allocation for the direct transmission and relaying phases
for maximizing the mutual information. Mathematically,
this is written as

P 7→





max
τd,τr,ρd,ρr

Irelay

s.t. 0 ≤ ρd ≤ Γd,

0 ≤ ρr ≤ Γr,

0 ≤ τd + τr ≤ 1,

(14)

where Γd and Γr are the average power (or SNR) con-
straints imposed for, respectively, the source and the relay
nodes.

To solve (14), �rst, we note that Irelay is an increasing
function of ρd and ρr. As a result, (ρd)opt = Γd and
(ρr)opt = Γr, and therefore, P can be reduced to

P 7→
{

max
τd,τr≥0

Irelay

s.t. τd + τr ≤ 1.
(15)

Intuitively, the mutual information is also increasing with
the bandwidth or the total units of time for transmission.
As such, the maximum of Irelay occurs when the con-
straint becomes active or τd + τr = 1. We therefore can
write τr = τ and τd = 1− τ , and P becomes simply

P : max
0≤τ<1

Irelay(1− τ, τ). (16)

To proceed further, the following useful facts are noted:
• Both the functions Ĩ0(1 − τ, τ) and ISR(1 − τ) are

convex over τ and hence, their maxima are located
at the endpoints, i.e., when τ = 0 or τ = 1. The
convexity of the functions is proved in Appendix I.

• The intersection point (if any) between Ĩ0(1− τ, τ)
and ISR(1− τ) occurs at τ = ς which is given by

ς =
log2(1 + ΓdgSR − ΓdgSD)

log2(1 + ΓdgSR − ΓdgSD) + log2(1 + ΓrgRD)
.

(17)
Interestingly, note that

ς =





0 if gSD = gSR,

1 if gRD = 0,

ς otherwise.
(18)

If gSD < gSR, then there exists an intersection point
which appears at τ = ς; otherwise, it is not de�ned
(see the derivation in Appendix II).

• Following the second point, we can write

Irelay(τ) =

{
Ĩ0(1− τ, τ) for 0 ≤ τ ≤ ς,

ISR(1− τ) for ς < τ ≤ 1,
(19)

if ς is well de�ned or gSR > gSD.
To �nd the optimal choice of τ , it suf�ces to consider

the following two cases:
C1) No Intersection�This occurs when gSD ≥ gSR. In

this case,

Irelay(τ) =

{
Ĩ0(1, 0) = ISD(1), τ = 0,

ISR(1− τ), 0 < τ < 1,
(20)

because Ĩ0(1− τ, τ) > ISR(1− τ). Obviously,
max

τ
Irelay(τ) = ISD(1)

= log2(1 + ΓdgSD),
(21)

which occurs at τ = 0, and the best strategy is to
allocate all the available time for direct transmission
from the source and not to do relaying.

C2) Intersection at τ = ς�This occurs when gSD <
gSR. Then, we have

max
τ
Irelay(τ) = max

{
Ĩ0(1, 0), Ĩ0(1− ς, ς)

}

(22)
where ς is given by (17), and

{
Ĩ0(1, 0) = log2(1 + ΓdgSD),

Ĩ0(1− ς, ς) = (1− ς) log2(1 + ΓdgSR).
(23)

Apparently, if

gSD <
(1 + ΓdgSR)1−ς − 1

Γd
< gSR, (24)

then
Irelay(ς) = max

τ
Irelay(τ)

= Ĩ0(1− ς, ς) > Ĩ0(1, 0),
(25)

and τopt = ς . On the other hand, if
(1 + ΓdgSR)1−ς − 1

Γd
< gSD < gSR, (26)

then maxτ Irelay(τ) = Ĩ0(1, 0) with τopt = 0.
Now, summarizing the above results, the optimal value

of τ can be found as

τopt =





ς if gSD < (1+ΓdgSR)1−ς−1
Γd

,

0 if gSD ≥ (1+ΓdgSR)1−ς−1
Γd

,

0 if ς is not de�ned or gSD > gSR.

(27)

The corresponding maximum mutual information of the
relayed channel can be obtained by

max
τ
Irelay(τ) =

max
{

min{Ĩ0(1− τ, τ), ISR(1− τ)}, ISD(1)
}∣∣∣

τ=τopt

,

(28)
which can be simpli�ed to (29) (see top of the next page)
where we have also

(1− ς) log2(1 + ΓdgSR) =
log2(1 + ΓdgSR) log2(1 + ΓrgRD)

log2(1 + ΓdgSR − ΓdgSD)(1 + ΓrgRD)
. (30)
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Irelay(τopt) =





(1− ς) log2(1 + ΓdgSR) if gSD < (1+ΓdgSR)1−ς−1
Γd

,

log2(1 + ΓdgSD) if gSD ≥ (1+ΓdgSR)1−ς−1
Γd

or ς is not de�ned,
(29)

IV. MINIMIZING OUTAGE PROBABILITY WITH SCIN

When CSIN is absent, it is more preferred to minimize
the outage probability with a speci�c constant transmis-
sion code-rate R0, i.e.,

Q : min
0≤τ<1

P ({Irelay(τ) < R0}) , (31)

where again ρd = Γd, ρr = Γr, τr = τ and τd = 1−τ are
used. To obtain the outage probability, we shall consider
that the channel power gains between the nodes are all
independent and exponential distributed (so the channels
are in Rayleigh fading) to have the following probability
density function (pdf)

F(g) =





1
E[g]

e−
g

E[g] if g ≥ 0,

0 if g < 0,

(32)

with their respective mean channel power gains E[gSD] =
GSD, E[gSR] = GSR and E[gRD] = GRD.

A. Exact Outage Probability
To derive the outage probability expression, we �nd the

following lemma useful.
Lemma 4 Cumulative Distribution Function (cdf) of the

Minimum of Two Independent Random Variables�Given
two independent random variables X and Y , the cdf of
Z = min{X, Y } is given by

P({Z ≤ z}) = 1−(1−P({X ≤ z}))(1−P({Y ≤ z})).
(33)

Proof: See [16]. ¤
Knowing (11) and Lemma 4, calculation of the outage

probability can be done by obtaining the two probabilities
{

p1 = P ({ISR(1− τ) < R0}) ,

p2 = P({Ĩ0(1− τ, τ) < R0}).
(34)

To �nd them, we note that for a pair of random variables
X and Y related by Y = a log2(b + X) for a, b > 0, we
have

P({Y ≤ y}) = P
({

X ≤ 2
y
a − b

})
, (35)

and if X is exponential distributed, then

P({Y ≤ y}) =





1− e−
2

y
a −b
E[X] , for y ≥ a log2 b,

0, for y < a log2 b.
(36)

Using this neat result, p1 can be expressed as

p1 = 1− e
− 2

R0
1−τ −1
ΓdGSR (37)

and we can also get

P({Ĩ0(1− τ, τ) < R0|gRD}) =



1− e
− 2

R0
1−τ −(1+ΓrgRD)

τ
1−τ

ΓdGSD , for gRD < 2
R0
τ −1
Γr

,

0, for gRD ≥ 2
R0
τ −1
Γr

.

(38)

Then, p2 can be evaluated by

p2 = EgRD

[
P({Ĩ0(1− τ, τ) < R0|gRD})

]

=
∫ 2

R0
τ −1
Γr

0


1− e

− 2
R0
1−τ −(1+Γrx)

τ
1−τ

ΓdGSD


 e

− x
GRD

GRD
dx

= 1− e
− 2

R0
τ −1

ΓrGRD

− 1
GRD

∫ 2
R0
τ −1
Γr

0

e
− 2

R0
1−τ −(1+Γrx)

τ
1−τ

ΓdGSD e
− x

GRD dx.

(39)
Finally, for τ > 0, the outage probability can be found
as (40) (see top of the next page) while when τ = 0, the
outage probability is simply

P({Irelay(0) < R0}) = P({ISD(1) < R0})
= 1− e

− 2R0−1
ΓdGSD .

(41)

B. Upper Bounding Outage Probability
The dif�culty of (40) is that it is too complicated to be

used for optimizing τ because of the integration involved
(even though it is a �nite integral). Here, we shall upper-
bound the outage probability and derive some closed form
expressions from the bounds for ease of optimization of
τ . This is achieved by considering the lower bound of the
integral of the form

S ,
∫ A

1
t −1

0

e
(1+y)t

Γ1 e−
y
Γ2 dy, for A > 1, t,Γ1,Γ2 > 0.

(42)
It is easily shown that e

(1+y)t

Γ1 is an increasing function
of y. Therefore,

S > e
1
Γ1

∫ A
1
t −1

0

e−
y
Γ2 dy

= Γ2e
1
Γ1

(
1− e−

A
1
t −1
Γ2

)
≡ L1.

(43)

On the other hand, we know that e−
y
Γ2 is a decreasing

function of y. Hence, we have also

S > e−
A

1
t −1
Γ2

∫ A
1
t −1

0

e
(1+y)t

Γ1 dy, (44)
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P({Irelay(τ) < R0}) = 1− (1− p1)(1− p2)

= 1−
(

e
− 2

R0
1−τ −1
ΓdGSR

)
e

− 2
R0
τ −1

ΓrGRD +
1

GRD

∫ 2
R0
τ −1
Γr

0

e
− 2

R0
1−τ −(1+Γrx)

τ
1−τ

ΓdGSD e
− x

GRD dx




= 1− e
−
0
@ 2

R0
1−τ −1
ΓdGSR

+ 2
R0
τ −1

ΓrGRD

1
A
− e

−
0
@ 2

R0
1−τ −1
ΓdGSR

+ 2
R0
1−τ

ΓdGSD

1
A

GRD

∫ 2
R0
τ −1
Γr

0

e
(1+Γrx)

τ
1−τ

ΓdGSD e
− x

GRD dx

(40)
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Figure 4. Outage probability of a relay channel as a function of relaying
time for various channel settings.

which can be evaluated as (see Appendix III for details)

S > e−
A

1
t −1
Γ2

[
A

1
t 1F1

(
1
t
; 1 +

1
t
;

A

Γ1

)

−1F1

(
1
t
; 1 +

1
t
;

1
Γ1

)]
, L2 (45)

where pFq is the generalized hypergeometric function.
As a result of L1 and L2 by substituting Γ1 = ΓdGSD,

Γ2 = ΓrGRD, t = τ
1−τ and A = 2

R0
1−τ , we can have the

upper bound outage probability written in closed form as

P({Irelay(τ) < R0}) ≤ min{P1(τ),P2(τ)} (46)

where P1 and P2 are de�ned in (47) (see top of the next
page) and they are functions of τ .

In Fig. (4), results are provided to reveal the tightness of
the probability upper bound for various relay channels. As
can be seen, the proposed bound is generally very tight at
the optimal relaying point (i.e., at τ = τopt), which makes
it useful in optimizing the relaying time.

C. Optimizing τ Using DIRECT
Provided the outage probability in (40), we can solve

Q, or (31) numerically since it is a minimization problem
over a single bounded variable. To perform this optimally
and ef�ciently, we propose to apply the DIviding RECT-
angle (DIRECT) algorithm, originally proposed by Jones
et al. [17], which samples points in the domain, and uses

Figure 5. A cooperative network with four nodes.

the information it has obtained to decide where to search
next. It is well understood that DIRECT will converge to
the global minimal value of the objective function if the
number of function evaluations is suf�cient, regardless of
the convexity of the problem. Evaluating (40), however,
requires to compute the numerical integration for each
sample τ and is therefore very complex. A more ef�cient,
yet suboptimal, approach is to solve

Q̃ : min
0≤τ<1

min{P1(τ),P2(τ)}. (48)

V. USER COOPERATION NETWORK

Thus far, we have considered a scenario which a (relay)
node is spending its resources (e.g., bandwidth and power)
to assist another node sel�essly. A more reasonable and
likely situation would be that two nodes cooperate each
other and compromise their resources in such a way that
the performance is improved overall and individually. In
this section, we extend the use of our results to address
a cooperative network with four nodes: two source nodes
and two destination nodes, which is basically constructed
by two 3-node relay channels (see Figure 5). Here, the
nodes X and Y have been assumed to be too far from
each other to communicate.
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;
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(47)

In this network, we regulate the power consumption of
the transmitter nodes A and B as follows:




a1(1− τ1) + a2τ2

1− τ1 + τ2
≤ ΓA,

b1(1− τ2) + b2τ1

1− τ2 + τ1
≤ ΓB.

(49)

Also, note that the same bandwidths in time are allocated
to achieve the communications at the destination nodes.
An optimal relaying strategy requires to �nd a = (a1, a2),
b = (b1, b2) and τ = (τ1, τ2) jointly that maximizes the
performance metric under the given constraints.

A. Mutual Information Fair Cooperation
Denoting the mutual information of the relayed channel

(A,X,B) as IAXB [similarly for the channel (B, Y,A)],
given the CSIN, we consider

max
a,b,τ

min {IAXB(a, b, τ ), IBYA(a, b, τ )}

s.t.
aT

([ −1 0
0 1

]
τ +

[
1
0

])

1 + [−1 1]τ
≤ ΓA,

bT

([
0 −1
1 0

]
τ +

[
1
0

])

1 + [1 − 1]τ
≤ ΓB,

0 ≤ τ < 1,

(50)

where a, b and τ are treated as column vectors and the su-
perscript T denotes vector transposition. By maximizing
the minimum of the information rates at the destination
nodes, some �fairness� is built in.

B. Outage Probability Fair Cooperation
With SCIN in a cooperative network, a sensible solution

can be obtained by

min
a,b,τ

max

{
P({IAXB(a, b, τ ) < R1}),
P({IBYA(a, b, τ ) < R2})

}

s.t.
aT

([ −1 0
0 1

]
τ +

[
1
0

])

1 + [−1 1]τ
≤ ΓA,

bT

([
0 −1
1 0

]
τ +

[
1
0

])

1 + [1 − 1]τ
≤ ΓB,

0 ≤ τ < 1,

(51)
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Figure 6. Simulation results showing the average mutual information
performance of a relay channel with CSIN using different schemes.

where R1 and R2 are the respective target code-rates at
the destination nodes. Using the expression derived in (40)
or the bound in (47), the optimal relaying solution can be
numerically solved.

VI. NUMERICAL RESULTS

In this section, numerical results are presented to show
the bene�ts of optimizing relaying and user cooperation.
For this purpose, comparison will be made with direct-
only transmission and equal time allocation schemes. In
all the simulations provided, the noise power density is
assumed to be the same for all nodes and equal to unity.
The channels are Rayleigh faded with coef�cients √gXX

where X can be S, R or D. Channel coef�cients account
for path loss, shadowing and multipath fading.

First, a three-node network shown in Fig. 1 is consid-
ered. The average channel power gain to the noise ratio
from the source to the destination is set to be −30 (dB)
and from the source to the relay is −5 (dB) and from relay
to destination is −10 (dB). CSIN is available at all nodes.
The simulations are carried out by varying the SNR from
the source to the destination node with the average mutual
information results shown in Fig. 6. Results illustrate that
the optimum relaying outperforms the direct transmission
and the equal time relaying and signi�cant performance
improvement is possible especially at low SNR.
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Figure 7. Simulation results showing the outage probability performance
of a relay channel with SCIN using different schemes.
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Figure 8. Average mutual information performances of a four-node
network with CSIN for optimal and no cooperation protocols.

In the second example, we investigate the system where
only SCIN is available at the nodes and we attempt to op-
timize the relaying for minimizing the outage probability.
In this simulation, the channel gain to the noise power
ratios from both the source to the relay and from the
relay to the destination are−5 (dB) while the source to the
destination channel gain to noise ratio has an value of −15
(dB). Results are provided in Fig. 7 which demonstrates
a remarkable advantage of optimizing the time allocation
for outage probability minimization. As we can see, the
capacity advantages become more apparent at low SNR.

In the last two simulations, we study the performance
of the user cooperation protocols in Section V for a 4-
node network in Fig. 5. In Fig. 8, we assume that CSIN
is available to all the nodes and cooperation is done to
maximize the minimum of the mutual information at the
destination nodes. The inter-user channels (gAB and gBA)
are assumed to be symmetric with average channel to
noise power ratio of −5 (dB) while other channel gain
to noise power ratios (note that the noise power has been
assumed to be unity) are as follow: gAX = −52 (dB),
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Figure 9. Outage probability performances of a four-node network with
only SCIN for optimal and no cooperation protocols.

gAY = −35 (dB), gBY = −45 (dB), and gBX = −35 (dB).
As can be seen in Fig. 8, after user cooperation, User A's
mutual information is almost the same as that of User
B. In addition, results also illustrate that user cooperation
signi�cantly improves the worse user's performance (User
B in the direct transmission case) by balancing the users'
resources through cooperation in a fair manner.

In Fig. 9, results are provided for the four-node network
with only SCIN at the nodes. It is assumed that the inter-
user channel power to noise ratio is −10 (dB) and other
channels are: gAX = −27 (dB) and gAY = gBX = gBY =
−10 (dB). In this case, the user cooperation is optimized
in order to minimize the maximum outage probability
of the destination nodes. Results show that a signi�cant
improvement for User A's performance is observed while
User B is only slightly deteriorated. For a wide range of
SNR, User's B performance is actually better after coop-
eration than without cooperation. Moreover, the fairness
of the system is illustrated by bringing the performance
of the two users very close together.

Before we conclude this section, results in Fig. 9 also
show that the user cooperation to minimize the maximum
outage probability works excitingly well for minimizing
the network outage probability when a network outage is
declared if at least one user's code-rate is not met at the
destination. This is because

P(Network)
out = 1−

(
1−P(A)

out

) (
1− P(B)

out

)

= P(A)
out + P(B)

out − P(A)
out P(B)

out

≈ P(A)
out + P(B)

out

(52)

where P(Network)
out , P(A)

out , and P(B)
out denote, respectively, the

outage probabilities of the overall network, User A and
User B. Since min{P(A)

out ,P(B)
out } has a strong tendency to

minimize the sum of the two probabilities, the network
outage probability can be greatly reduced by the proposed
user cooperation, as con�rmed by the results in the �gure.
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VII. CONCLUSION

In this paper, we have addressed the optimal allocation
for bandwidth (measured in time) in a DF relay channel.
An expression for the mutual information of a three-node
relay channel with arbitrary relaying-time allocation has
been derived and its maximization has been examined in
the presence of CSIN with the optimal solution derived in
closed form. We have also investigated the minimization
of the outage probability if only SCIN is available. In this
case, a closed form probability upper bound is proposed,
which has permitted us to ef�ciently obtain the optimal
relaying strategy numerically using such as the DIRECT
algorithm. Simulation results have indicated that the opti-
mal relaying scheme offers tremendous performance gains
over the direct-only transmission and the �xed equal-time
relaying schemes. The �ndings have also been extended to
a four-node network with two-user cooperation showing
promising results.

APPENDIX I
CONVEXITY OF Ĩ0(1− τ, τ) AND ISR(1− τ)

Differentiating Ĩ0(1 − τ, τ) in (12) with respect to τ
gives

∂Ĩ0(1− τ, τ)
∂τ

= − log2

(
ΓdgSD + (1 + ΓrgRD)

τ
1−τ

)
+

(
1

1− τ

)
(1 + ΓrgRD)

τ
1−τ log2(1 + ΓrgRD)

ΓdgSD + (1 + ΓrgRD)
τ

1−τ
. (53)

Differentiating it once again, we get

∂2Ĩ0(1− τ, τ)
∂τ2

=

ln 2 · ΓdgSD(1 + ΓrgRD)
τ

1−τ log2
2(1 + ΓrgRD)

(1− τ)3
[
ΓdgSD + (1 + ΓrgRD)

τ
1−τ

]2 > 0.

(54)

Therefore, Ĩ0(1− τ, τ) is convex. On the other hand, as
ISR(1−τ) is a straight line, it is also convex. In addition,
its maximum occurs when τ = 0 while the minimum is
located at τ = 0.

APPENDIX II
INTERSECTION OF Ĩ0(1− τ, τ) AND ISR(1− τ)

At the intersection (τ = ς), it is required that

Ĩ0(1− ς, ς) = ISR(1− ς), (55)

which yields

(1 + ΓrgRD)
ς

1−ς = 1 + ΓdgSR − ΓdgSD

ς

1− ς
=

log2(1 + ΓdgSR − ΓdgSD)
log2(1 + ΓrgRD)

.
(56)

Finally, it gives

ς =
log2(1 + ΓdgSR − ΓdgSD)

log2(1 + ΓdgSR − ΓdgSD) + log2(1 + ΓrgRD)
.

(57)

Therefore, at most, one intersection point is possible, and
it exists only if

gSR > gSD; (58)

otherwise, it is unde�ned.

APPENDIX III
DERIVATION OF

∫ x

0
ea(1+y)t

dy

First, rewrite the integral as
∫ x

0

ea(1+y)t

dy = a−
1
t

∫ a
1
t (1+x)

a
1
t

eyt

dy. (59)

Then, the integration can be computed by expanding eyt

so that ∫ x

0
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dy
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1
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)
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(60)
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