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Abstract— This paper makes two main contributions. The
first is a method that combines TDMA time slots for voice
and data packet services to offer high peak rates and
guarantee packet connectivity in the case of cell congestion.
The method can also be used to analyse time slot reservation
for voice or data packet services. The second contribution is
a novel method for analysing the system. In addition to the
traditional approach that consists in solving a large system
of equations to compute state probabilities, a combinatorial
method that simplifies the analysis and that can be applied
to larger and more complex systems is introduced.

Index Terms— channel allocation, cellular networks, quality
of service, voice and data traffic

I. INTRODUCTION

Second generation mobile communication systems are
widely used in the current market. These systems are
based on standards such as the global system for mo-
bile communications (GSM), the digital advanced mobile
phone service (DAMPS) and cdmaOne have made pos-
sible to offer voice services across the entire country. In
contrast, until now, data services have not enjoyed the
same level of distribution. GSM [1] was enhanced by the
incorporation of general packet radio service (GPRS) to
meet the growing demand for data services [2]. GPRS
uses idle time slots in GSM systems to define data
channels. However, the initial rates reached by GPRS
were comparable to those available using standard tele-
phone lines with modems, and the service was therefore
restricted. Two new systems were developed to reduce
this restriction. The first is the universal mobile telecom-
munications system (UMTS) [3] which is suitable for
multimedia services. Unfortunately, this system requires
new frequency bands and additional radio infrastructure,
which led to competition for the new spectrum (at an
extremely high cost in some countries) and the need
for a new base station subsystem. Such a high level of
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investment was required to implement a UMTS that some
operators sought an alternative. The second solution is
based on an improvement of the radio interface used in
GSM and DAMPS, it is referred to as enhanced data rates
for GSM evolution (EDGE) [4].

EDGE is an enhancement of current standards for
delivering 3G services in existing spectrum bands. It
can be considered a generic air interface that efficiently
provides high bit rates and facilitates the adaptation of
existing cellular systems to 3G capabilities. EDGE was
developed simultaneously by the European Telecommuni-
cations Standards Institute (ETSI) and the Universal Wire-
less Communications Consortium (UWCC) to guarantee
a high degree of synergy with the GSM and DAMPS
standards. GSM and EDGE systems use the same time
slot management mechanism for different communication
types but EDGE provides up to a three-fold increase in
bit rate. The spectrum is divided into 200 kHz carrier
frequencies, each of which is divided into eight time
slots using TDMA. A channel (used for voice or data
communication) consists of one time slot from one carrier.
Some key time slots are allocated to signalling but the rest
can be assigned dynamically by the operator according
the voice and data traffic. However, there are some
common sense guidelines on the use of these channels.
For example, since the beacon carrier (i.e. the one with
the common control channel) is transmitted at constant
power, it is advisable to allocate GPRS channels to this
carrier because packet transmission does not usually apply
power control on the downlink.

The comparative lack of radio channels justifies re-
search aimed at determining how to share these resources
efficiently. In the past, channels were allocated according
to a fixed pattern to each different voice and data ser-
vice [5]–[7]. However, permanent channel allocation has
proved to be an inefficient solution for burst traffic. In
fact, dynamic allocation schemes are often used when
a channel can be shared by multiple users. There are
many studies in the literature related to resource reser-
vation management (RRM) [8]–[16], most of which use
simulations to evaluate the blocking and packet delay
probabilities. However, none of these studies provide an
analytical framework for optimizing the allocation of time
slots of a TDMA frame to maximize the peak rate offered
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to the user and assuring a given voice call blocking
probability.

The new framework developed in this study is able to
reserve time slots for voice traffic and data packets. The
rest of the available time slots can be shared between both
services, but voice traffic pre-empts data slots in the event
of slot starvation. Since GPRS and EGPRS require time
slots in the frame to be sequential for simultaneous use
[17] [18], the assignment strategy attempts to place voice
calls close together. Commercial terminals can manage
up to four time slots simultaneously but this constraint
can easily be introduced into the model developed here.
Our analytical model provides a method for calculating
the probability of having consecutive time slots available
for data transmission. These probabilities can not only be
used to calculate the mean bit rate but also other relevant
parameters, such as the probability of transmitting at a
certain speed or the probability of transmitting a file in
less than a given number of seconds. Several strategies
may be compared for allocating time slots to voice and
data communications and the results in terms of blocking
probability or mean bit rate may likewise be compared.
In addition, the proposed method makes it very easy
to calculate state probabilities, which is a considerable
improvement with respect to the methodology presented
in [13] and [19]. Most analytical models for calculating
the bit rate offered by GPRS or EGPRS only consider the
mean bit rate, which depends exclusively on the number
of time slots and users. If no QoS is applied (as is
usually the case) each user will receive a proportional part
of the total bit rate. The mean bit rate is an important
parameter in terms of quality of service from a user
perspective, but for certain applications such as web
surfing, a higher peak rate can improve the quality of
service perception because it increases the speed with
which pages are downloaded and reduces the probability
of a data transmission interruption due to handover or slot
starvation.

The paper is structured as follows. In Section II we
describe the novel method for maximizing the possible
consecutive idle time slots in channel allocation. In Sec-
tion III we introduce the analytical model used in the
allocation of GSM/EDGE channels and present a method
for deriving the probabilities of having consecutive idle
time slots. In Section IV we describe how to find the
sets of consecutive idle time slots, present the scenarios
in which we analysed the model, and present the results.
Finally, Section V contains the conclusions.

II. DESCRIPTION OF THE ALLOCATION MECHANISMS

In this section, the time slot allocation method for voice
and data traffic is presented. Zukerman [19] and Ivanovich
et al. [13] present several schemes for allocating channels
in each time slot of the frame. Simple schemes such
as the Random method assign a new call to any of the
available idle time slots. In alternative methods, such
as the Best Fit method and the First Fit method, each
time slot in a frame is identified by a number and these

procedures allocate each incoming call to an idle time
slot using a criterion that depends on the slot identifier
(for example, the time slot with smallest ID number is
occupied first). In addition, the Repacking method uses the
intracell-handover mechanism to reallocate calls between
slots while the number of consecutive time slots that
are idle or allocated to data packets is maximized. This
latter method requires extra signalling, but since the two
time slots (the old and the new) belong to the same base
transceiver station (BTS), there is no degradation of voice
quality.

A. Channel allocation strategy without resource reserva-
tion

There are eight time slots in basic scenarios and in time
division multiple access (TDMA) the most suitable time
slot allocation procedure must be determined. In the case
of a carrier with a common control channel (CCCH), the
same procedure is used but one time slot is allocated to
the control channel and the number of available time slots
is reduced to seven. The eight time slots in the frame are
identified by ID numbers (from 0 to 7). A time slot is
busy when it is used by a voice call; when the time slot
is idle there is a hole. The frame state can be defined
using a binary representation with 1 bit per time slot and
as many bits as time slots per frame. In addition, for i =
0, . . . , 28 − 1, we define State i by the same number but
in base 10. That is:

State i :=

7X

ID number=0

2ID number · b(ID number),

where b(ID number) = 1 when the time slot with the
corresponding ID number is busy and 0 otherwise. For
example, Fig. 1 shows States 5 and 7.

Slots ID         7      6      5       4      3      2       1  0

Slots ID         7      6      5       4      3      2       1  0

Figure 1. Example of time slot allocation

For this system we use the First Fit method [13], which
consists in allocating the idle time slot with the smallest
ID number to a new call. At the top of Fig. 1 we consider
time slots 0 and 2 to be busy. As soon as a new time slot
is allocated it will occupy the time slot with the smallest
ID number, which in this case is the time slot with the
ID number 1. At the bottom of Fig. 1, we show this latter
state. When a time slot is released a hole is produced and
no reordering is made, regardless of the place that the
time slot occupies.

This method essentially avoids the excessive fragmen-
tation of consecutive time slots. In theory, it seems that
there is a high probability of finding consecutive idle time
slots when using this method, so network operators have
many potential locations to allocate to mobile stations
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with multislot capacity for GPRS. It should be noted that
in this model channels are allocated to time slots for voice
traffic, It is therefore also useful to estimate how many
idle time slots can be used by data traffic.

The model is characterized by studying the transition
of every possible system state and the time spent in each
state.

B. Channel allocation strategy with resource reservation
for voice traffic

In this case, the model distinguishes between voice and
data traffic and is only able to reserve time slots for
voice traffic. Consequently, there are two types of time
slots: time slots reserved for voice calls (since handover
operations are envisaged) and shared time slots for both
voice and data calls. As mentioned above, radio resources
are allocated sequentially in this model according to the
type of traffic of the new call.

As shown in Fig. 2, data traffic will be allocated to
the idle time slot with smallest ID number whereas voice
calls will be allocated to the idle time slot with largest
ID number.

Slots ID         7      6      5       4      3      2       1  0

Reserved time slots Shared time slots

voice 
calls data

Figure 2. Example of time slot allocation with reservation

In addition, when all reserved time slots are occupied
and a voice call occupies a shared time slot, if one of the
calls in a reserved time slot terminates we can perform
an intracell handover to free the shared slot. That is, we
reassign the voice call occupying the shared time slot with
the lowest ID number to the reserved time slot that has just
been released. Consequently, it is not possible to have an
idle reserved time slot and a voice call occupying a shared
time slot at the same time. Note that voice calls in this
configuration will always occupy the left-hand side of the
frame whereas data calls will occupy the right-hand side.
Consequently, we compact the remaining consecutive idle
time slots in the centre of the frame. As above, this time
slot allocation procedure can be modelled using a finite
state diagram.

III. ANALYTIC MODELS

In this section we describe the analytical models used in
the various scenarios considered. We make two assump-
tions regarding the distribution of the calls: firstly, that the
call arrival times are independent and can be described
by a Poisson process of mean λ; secondly, that the call
holding time is random and can be described by a negative
exponential distribution with mean 1/µ [15].

In other parts of this section in which a distinction must
be drawn between the different types of traffic, we will
use λv and µv to denote the above parameters for voice
calls and λd and µd to denote the same parameters for

data calls. The system is Markovian due to the presence
of memoryless interarrival and service time. If the system
is in steady state, a linear equation system may be used
to determine the state probabilities.

Given the offered voice traffic and the number of slots
allocated to voice and data traffic, it is possible to compute
the state probabilities. The blocking probability is deter-
mined by considering specific states.This is the systematic
approach used in previous studies [9]. By analysing the
system, a set of simple equations for calculating the state
probabilities may be derived. This approach is preferable
because the calculations become complex as the number
of states increases. In Section IV we explain how to use
the state probabilities to obtain the probabilities of finding
bursts of any length in any scenario and in Section V we
present the results of applying the equations to different
scenarios.

A. Basic analytical model

In the basic model we do not make any distinction
between voice and data calls and we do not reserve a
number of time slots for voice traffic only. In addition,
the method for allocating a new call to the idle time slot
with the smallest ID number follows a Markovian model
and is constructed as a system of state equations.

We can use the series of equations to describe the
system analytically and we solve the system by using an
iterative algorithm for an arbitrary number n of available
time slots, which is not necessarily n = 8. We denote
each frame as a base 2 number of length n, and consider
that a position takes the value 1 if the time slot with the
corresponding ID number is busy and 0 otherwise. For
r = 0, . . . , 2n − 1, we will define State r using the same
number, but in this case in base 10. For instance, if n = 8,
State 5 is [00000101]. Hereafter, we will refer to State r
indistinctly by r or by [rn−1, . . . , r1, r0] with ri = {0, 1}.

For r = 0, . . . , 2n − 1, the transient equation of the
State r is:

[b(ir < n) · λ + ir · µ]P (r) =

= b(ir < n)·µ·
n−1X

j=kr
j:rj=0

P (2j +r)+b(kr > 0)·λ·
kr−1X
j=0

P (r−2j),

(1)

where ir is the number of busy time slots of State r,
kr is the smallest ID number that is idle (or equivalently
the number of consecutive busy slots at the beginning of
the frame) and b(Expression) is 1 if the Expression is
true or 0 otherwise.

To continue with the same example, if we consider n =
8 the transient equation of State 5 ([00000101]) reduces
to:

[λ + 2 · µ] · P (5) =

(P (7) + P (13) + P (21) + P (37) +

+P (69) + P (133)) · µ + P (4) · λ.
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The first part of the equation determines that State 5
can either be converted into two different states if one
of its calls is released or into a new state if a new call
arrives. The second part of the transient equation denotes
that State 5 arises whenever a certain call is released from
States 7, 13, 21, 37, 69 and 133 or whenever a call reaches
State 4.

B. Analytical model with reserved time slots for voice
traffic

The second model distinguishes between voice and data
traffic and can reserve time slots for voice traffic only.
That is, there are two types of time slots: time slots
reserved for voice calls and shared time slots for both
voice and data calls.

As stated in the previous section, in this model radio
resources are allocated sequentially according to the type
of traffic. Data traffic will be allocated to the idle time
slot with smallest ID number whereas voice calls will be
allocated to the idle time slot with largest ID number.
In addition, if there are voice calls occupying the so
called ”shared time slots” (Fig. 2), we perform an intracell
handover when one of the calls in a reserved time slot is
released.

We can derive the different state transition equations for
this model, which is completely generic and not limited
by the total number of available time slots or the number
of reserved time slots in the frame for data traffic.

Let us consider that a frame is a sequence of length
n, in which a position is 0 if the time slot with the
corresponding ID number is idle, 1 if the time slot is
busy with a data call and 2 if it is busy with voice
traffic. Consequently, a state is defined by a sequence
[rn−1, . . . , r1, r0] with ri = {0, 1, 2}. It should be noted
that not all 3n sequences of this type denote possible
states because some time slots are reserved for voice
traffic only. If m is the number of shared time slots for
data and voice traffic and n−m the number of reserved
time slots for voice traffic only, in the state defined by
[rn−1, . . . , rm, rm−1 . . . , r1, r0], the time slots with ID
numbers from 0 to m − 1 are the shared slots and the
time slots with ID numbers from m to n − 1 are the
reserved time slots.

The number of states is: 2n + 3m − 2m. One way of
verifying this expression is to count all possible states in
which no voice calls occupy the shared slots, which is 2n.
This is because a time slot with an ID number from 0 to
m − 1 is either 0 or 1 and a time slot with ID numbers
from m to n−1 is either 0 or 2. We then count all possible
states in which all reserved time slots are occupied and
there may be voice traffic in the shared time slots, which
is 3m. Time slots with ID numbers from m to n− 1 are
all equal to 2 and time slots with ID numbers from 0 to
m−1 are either 0 or 1 or 2. Finally, we double count the
2m states in which all reserved time slots are occupied
and all shared time slots take values of 0 or 1.

We now have to distinguish between two blocks of tran-
sient equations. The first block consists of the transient
equations for states in which not all reserved time slots are
occupied (and, by extension, those states in which there
is at least one idle reserved time slot). The second block
consists of the transient equations for states in which not
all reserved time slots are occupied (and, possibly, with
voice traffic in the shared time slots).

Let us enumerate the states as decimal numbers. First,
we enumerate the states in which not all reserved time
slots are occupied and represent them as numbers in
base 2. For the conversion to base 10, we first consider
that a position takes a value 1 if the time slot with the
corresponding ID number is busy (either with a voice
or data call) and 0 otherwise, as shown in the following
table:

State number Vector

0 [

n−m︷ ︸︸ ︷
00 · · · 00

m︷ ︸︸ ︷
0 · · · 00]

1 [00 · · · 000 · · · 01]
2 [00 · · · 000 · · · 10]
3 [00 · · · 000 · · · 11]
...

...
2m − 1 [00 · · · 001 · · · 11]

2m [00 · · · 020 · · · 00]
2m + 1 [00 · · · 020 · · · 01]

...
...

2n−1 − 1 [02 · · · 221 · · · 11]
2n−1 [20 · · · 000 · · · 00]

2n−1 + 1 [20 · · · 000 · · · 01]
...

...
2n − 2m − 2 [22 · · · 201 · · · 10]
2n − 2m − 1 [22 · · · 201 · · · 11]

We then enumerate the states in which not all of the
reserved time slots are busy, starting from State 2n−2m,
which corresponds to [2, . . . , 2, 0, . . . , 0]. We consider the
shared positions in base 3. A position takes a value of 2
if the time slot with the corresponding ID number is busy
with a voice call, 1 if it is busy with a data call and 0 if
it is idle, as shown in the following table:

State number Vector

2n − 2m [

n−m︷ ︸︸ ︷
2 · · · 2

m︷ ︸︸ ︷
0 · · · 00]

2n − 2m + 1 [2 · · · 20 · · · 01]
2n − 2m + 2 [2 · · · 20 · · · 02]

...
...

2n − 2m+1 + 3m [2 · · · 22 · · · 21]
2n − 2m + 3m − 1 [2 · · · 22 · · · 22]

Note that this classification of the states into two blocks
is not strict. Some states from one block can be converted
into states from the other block if a call is released
or a new call arrives. For instance, if any call in State
[2, . . . , 2, 0, . . . , 0] from the second block is released - let
us assume that this is the call in the leftmost position
- the state becomes [0, 2 . . . , 2, 0, . . . , 0], which is State
2n−1 − 2m and one of the states from the first block.
This type of base change is represented in the transient
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equations by the auxiliary term K, which will only be
needed in boundary cases.

Since in this new case we distinguish between data and
voice traffic, the system of equations will be much more
complicated than Equation (1) and we must first define
some general notations. Given a State r, let ir,v and ir,d
denote the total number of time slots busy with voice
calls and data calls respectively. Similarly, let kr,v and
kr,d denote the number of consecutive busy time slots on
the left and right of the frame respectively.

For all states r in which not all reserved voice slots are
busy, the corresponding subsystem of transient equations
is:

[λv + b(ir,d < m) · λd + ir,v · µv + ir,d · µd]P (r) =

= b(ir,v < n−m− 1) · µv ·
n−m−1X

j=kr,v
j:rn−1−j=0

P (2n−1−j + r)+

+b(ir,v = n−m− 1) · µv · P (2m(2n−m − 1) + K)+

+b(ir,d < m) · µd ·
m−1X

j=kr,d
j:rj=0

P (2j + r)+

+b(kr,v > 0) · λv ·
kr,v−1X

j=0

P (r − 2n−1−j)+

+b(kr,d > 0) · λd ·
kr,d−1X

j=0

P (r − 2j),

where

K =

m−1X
j=0

rj · 3j .

In addition, in the specific case in which no time slots
are reserved for voice traffic (n = m), the transient
equations are very similar to Equation (1); they are not
identical because we distinguish between different types
of traffic in this second model and consider 3n different
states (not 2n, as in the basic model).

To illustrate the equations, take, for instance, n = 4 and
m = 2. We therefore determine that State 9 is[2001] ∼
[V 00D] and its transient equation is:

[λv + λd + µv + µd]P (9) =

µv · P (13) + µd · P (11) + λv · P (1) + λd · P (8),

The first part of the equation determines that State 9 can
be converted into four different states: two are possible
if one call of any type is released, and the other two are
possible if a call of any type arrives. The second part of
the transient equation denotes that State 9 arises whenever
the voice call is released from State 13, whenever the
data call is released from State 11, whenever a voice call
reaches State 1, or if a data call reaches State 8 (Fig. 3).

We now define the transient equations of the states in
which all reserved time slots are occupied. An additional

Figure 3. Diagram of transitions for State 9

notation is required for this block. First, since intracell
handover will be performed each time that a reserved time
slot is released (i.e. if there are voice calls occupying
shared time slots) we need to know the smallest ID
number of a time slot occupied by a voice call because
the call in that time slot will be reassigned to the reserved
time slot that was released. For a state r, let lr. be the
corresponding ID number. Secondly, let λv,p be the loss
rate of voice calls in the reserved time slots (which, given
a Blocking Probability for the reserved time slots, BPR,
is simply λv,p = λv ·BPR).

By following the notation above, for those states r in
which all reserved time slots are busy, we obtain the
following transient equations:

[b(ir,d + ir,v < n)(λv + λd) + ir,v · µv + ir,d · µd]P (r) =

= b(ir,v+ir,d < n)

2
664

m−1X

j=kr,d
j:rj=0

(µdP (3j + r) + µvP (2 · 3j + r))+

+b(kr,d < lr) ·
lr−1X

j=kr,d
j:rj=0

(n−m) · µv · P (2 · 3j + r)

3
775+

+b(kr,d > 0) · λd ·
kr,d−1X

j=0
j:rj=1

P (r − 3j)+

+b(kr,v > n−m) · λv,p ·
kr,vX

j=n−m−1
j:rn−j=2

P (r − 2 · 3n−j)+

+b(ir,v = n−m) · λv ·
n−1X
j=m

P (K − 2j),

where

K =

m−1X
j=0

rj · 2j +

n−1X
j=m

2j .

To illustrate the equations, let us now assume that
n = 4 and m = 2. The ID corresponding to State 20
is [2222] ∼ [V V V V ] and the transient equation is:

4 · µv · P (20) = λv · (P (18) + P (14))
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The equation determines that State 20 arises whenever a
voice call reaches State 14 (=[2220]) or State 18 (=[2202]).
The first part of the equation determines that State 20 can
be converted into four states if one of the voice calls is
released (not necessarily different states, because intracell
handover is performed in this case). Note that [2022] is
not a possible state because it has an idle reserved time
slot and we perform intracell handover. The possible state
corresponding to this situation would be [2220], because
the voice call with the smallest ID number is moved to
occupy the released call in the reserved time slots. Thus,
if the calls occupying ID numbers 0, 2 or 3 are released
State 20 is converted into State 14 (with a probability
factor of 3µv) and when the call occupying ID number 1
is released State 20 is converted into State 18 (Fig. 4).

Figure 4. Diagram of transitions for State 20

IV. BURSTS AND RESULTS

In this section we present the concept of a burst and
the different scenarios for determining the bursts of a
frame (with and without resource reservation). Given
the probabilities of the different states established in the
previous section, we can define two ways of determining
the probability of finding a given number of consecutive
idle time slots, which we will call a burst. In other words,
a burst is a group of contiguous time slots that are idle.
Thus, when the first time slot of a burst is allocated
to a given user, this user may use the time slots of
the entire burst and will therefore benefit from greater
throughput. This fact is particularly important since, if
the network operator knows the disposition of consecutive
idle time slots, it is possible to manage the burst lengths
and improve the data rate for mobile users.

Each state consists of a certain number of bursts of
different lengths. For instance, in the case of eight time
slots, State 0 has a burst of eight consecutive idle time
slots, State 1 has a burst of seven and State 2 has
two bursts: one with six consecutive idle time slots and
another with just one idle time slot (Fig. 5).

State 2

Bursts of 6 slots Burst of 1 slot

Figure 5. State 2 with bursts of 6 and 1 idle time slots

Therefore, if we want to determine the probability of
finding a burst of a given length, we only need to know

which states i have bursts of that length and the respective
probabilities Pi of these states i.

In a previous study [18] we analysed the number
of bursts and how this figure contributes to the overall
probability of having bursts of a particular length. Using
this information, the network operator is able to make
a more accurate prediction of the QoS the system will
be able to provide. The system has long bursts and can
therefore offer high peak rates and is less likely to be
interrupted by handovers or lack of resources.

We used the number of available time slots to program
an algorithm that counts the different bursts that can
be observed in all possible states (even with resource
reservation for voice traffic) and their respective lengths.
The information is saved as a matrix. The algorithm uses
this matrix to calculate the probability of finding a burst
of a given number of consecutive idle time slots.

The probabilities of the different states were determined
by the method described in the previous section. There-
fore, the next step is to add together the probabilities of all
of the states in the matrix that contain bursts of the given
length of consecutive idle time slots. There are two other
ways of determining the probability of finding a burst of
a given length:

1) Probability of finding a burst of exactly length k.
To calculate this probability we add together the
probabilities of all of the states in the matrix that
contain bursts of exactly k, consecutive idle time
slots. We have to take into account that, even if
a state has two or more bursts of length k, the
probability of the state will contribute only once
to the global sum.

2) Probability of finding a burst of at least length k.
In this case we count bursts with ≥ k consec-
utive idle time slots (”cumulative probabilities”).
For example, if a state has a burst of length 4, it
will contribute to the global probabilities of finding
bursts of length 1 to 4. As above, even if a state has
two bursts of at least m consecutive idle time slots,
it will contribute only once to each global sum.

The only other requirement is to set another parameter
that we call the Blocking Probability. When dimensioning
this type of system, the network operator usually plans
the resources (i.e. the number of time slots) according
to a given maximum blocking probability. For example,
given the typical blocking probability of 1% and an 8
time-slot frame, the offered voice traffic is 3.13 Erlangs.
For every possible state i we obtain the corresponding
probability Pi. Fig. 6 shows that P255, which represents
the probability that all time slots are busy, is 0.01, i.e.
1%. It is very important to note the trade off between
blocking probability, data rate and burst length.

In each case we are able to calculate the maximum
throughput when the mobile station has any number of
available time slots to allocate to its data channels. Fig.
7 and Fig. 8 show some results for the case of finding
bursts of a given length with eight available time slots.

Fig. 7 shows five scenarios plotted on a single graph.
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Figure 6. Probability of all states with a blocking probability of 1%

The first scenario consists of eight available time slots
(n = 8) for any type of traffic and without resource
reservation (using the notation given in the previous
section: n − m = 0). In the following scenarios 1, 2, 3
or 4 time slots are reserved for voice traffic respectively.
In this case, we determine the average burst length for a
blocking probability of 1%.

If we define all bursts with a length equal to or less
than 3 as short and all bursts a length greater than 4 as
long, the major difference between the first scenarios in
Fig. 7 and Fig. 8 is that the probability of finding long
bursts is higher with a blocking probability of 1% than
with 5%. Consequently, higher peak rates are obtained
with the lower blocking probability (1%). In other words,
when the system capability for voice and data traffic is
high, there is also a high probability of data transmission
with a high peak rate. In Fig. 7 and Fig. 8 we can see that
the peak rates for long bursts are higher with a blocking
probability of 1% than with a blocking probability of 5%.
Note that this implies a considerable increase in user data
rate with a blocking probability of 1%. Note that this fact
implies a remarkable increase of user data rate in the case
of blocking probability of 1%.

If we examine the scenarios with resource reservation
for voice traffic in Figure 7 (n−m > 0), all cases share a
common feature: the longest burst is concentrated at the
burst of length 1 and the next longest burst corresponds
to the highest possible burst value (m). However, the
probabilities of finding consecutive idle time slots for the
intermediate cases (burst length (2 ≤ x ≤ m − 1)) are
similar and lower than those for burst lengths of 1 and
m.

A second observation of the cases with reserved time
slots shown in Fig. 7 is that if the number of time slots
reserved for voice traffic increases, the probability of
finding bursts with a length equal to 1 also increases.
This occurs because the number of shared time slots for
data traffic and voice traffic decreases, thus reducing the
number of possible consecutive idle time slots. In fact,
these probabilities are concentrated on the burst of length
1, with the exception of the case n−m = 3 reserved time
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Figure 8. Comparison of scenarios with n-m= 0 to 4 reserved time slots
and a blocking probability of 5%

slots, in which the highest probability corresponds to the
burst with a length of 5.

Fig. 8 also shows the four scenarios with resource
reservation but for a blocking probability of 5%. It can
be seen that the probabilities of finding bursts with a
length of 1 are greater than with a blocking probability
of 1%, regardless of the number of reserved time slots.
In contrast, the probabilities of finding bursts with the
greatest possible length m are slightly lower than with a
blocking probability of 1%. For the intermediate cases, in
which n−m = 2..m−1, the probabilities of finding bursts
of a given length are similar with blocking probabilities
of 1% and 5%.
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Figure 9. Cumulative probability of finding bursts with a blocking
probability of 1%

In general, if the blocking probability increases and
the number of shared time slots for data and voice traf-
fics decreases, the total number of potential consecutive
idle time slots also decreases. This demonstrates that
an increase in the probability of all time slots being
occupied considerably reduces the probability of finding
consecutive idle time slots.

Based on the results, we believe that the proposed
system configuration may provide a satisfactory peak data
rate for a cellular mobile user who requires a regular
minimum rate for transmitting or receiving data traffic,
for example in an interactive application, with a burst of
length 1. The user will also have a high peak rate (burst
of length m) for downloading data traffic at the highest
possible rate.

The network operator in the cumulative case without
resource reservation shown in Fig. 9 will be able to
estimate the total proportion of operating time during
which a certain number of consecutive idle time slots are
available in the system. For example, we can see that four
or more consecutive idle time slots are available during
approximately 60% of the operating time. Similarly, the
figure shows that it is possible to find at least one idle
time slot during almost the entire period. This is largely
unsurprising, since there is at least one idle time slot in all
possible states (except the one in which every time slot
is busy, whose probability is the same as the blocking
probability). In general, this case can be applied to the
other scenarios with resource reservation.

V. CONCLUSIONS

In this paper we introduced a novel framework for
radio resource management using schemes for allocating
time slots in a cellular mobile network. We presented
the models of these schemes and determined analytical
solutions for channel allocation procedures in a TDMA
environment.

Data transmission on a mobile terminal should use as
much capacity as is available to improve the QoS per-
ception. To meet this requirement, the network operator

must allocate time slots consecutively. Therefore, radio
resources are allocated using contiguous time slots to
maximize the system utilization, which produces better
results than other allocation strategies (for example, ran-
dom or sequential allocation).

The method presented here can be used by planning
teams to estimate whether they are able to fulfil QoS re-
quirements other than the mean bit rate. We also presented
a method for deriving equations from states diagrams,
which can be used to determine the probabilities of the
various states in a system.

We analysed the distribution of groups of consecutive
idle time slots (bursts). By studying the distribution of the
bursts, the network operator is able to evaluate the peak
and average rates that can be assigned to network users. In
addition, this analysis can be used to derive transmission
times and relate them to transmission interruption due to
handover and to determine the best strategy for using short
transmissions.

We studied the results in detail and concluded that
- without resource reservation for voice traffic - as the
blocking probability is increased the probabilities of find-
ing short bursts increase and the probabilities of finding
long bursts decrease. In contrast to GSM (which is used
predominantly for voice traffic), if we increase the block-
ing probability the efficiency of the system is reduced
but if we decrease the blocking probability in our system
(for voice and data traffic) there are more resources for
data traffic and the bursts are longer. Consequently, these
factors may improve the QoS requirements of the system.

We also found that the number of reserved time slots
should always be as small as possible to create higher
probabilities of finding long bursts of data traffic. This al-
lows the network operator to find the optimal distribution
of contiguous time slots to the different mobile stations.

Finally, we concluded that EDGE technology still re-
quires a number of improvements in order to be con-
sidered a viable alternative to a UMTS. The findings
of this study can be applied by network operators to
optimize resource allocation for specific QoS profiles.
Consequently, the burst length can be incorporated as a
parameter in the scheduling algorithm in addition to the
number of slots or priorities. For example, long bursts
could be allocated to users or applications with low delay
requirements to provide high peak rates.
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