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Abstract—Spectrally Modulated, Spectrally Encoded
(SMSE) waveforms have demonstrated considerable prac-
tical utility and remain a viable alternative for Cognitive
Radio (CR) -based Software Defined Radio (SDR) applica-
tions. As demonstrated in this paper, this utility is greatly en-
hanced when soft decision selection and dynamic assignment
of SMSE design parameters is incorporated. This paper
provides the analytical development for optimizing SMSE
performance in a coexistent environment containing Primary
User (PU) signals. Optimization is performed by exploiting
statistical knowledge of PU spectral and temporal behavior,
and independently selecting SMSEintra-symbol subcarrier
power and modulation order using soft decision criteria. It
is shown that SMSE system throughput can be maximized
while adhering to SMSE and PU bit error rate (BER)
constraints while limiting mutual coexistent interference to
manageable levels. For proof-of-concept demonstration, sim-
ulation results are presented for SMSE coexistent scenarios
containing DSSS and OFDM-based 802.11a PU signals. A
sensitivity analysis is also provided to show performance
changes resulting from variation in SMSE waveform update
latency and update interval. Relative to a spectrally-only
adapted waveform, the spectrally-temporally adapted SMSE
waveform provides significant performance improvement.
Maximum improvement is achieved using statistic-based
prediction of PU channel temporal conditions and the
appropriate SMSE waveform design update interval.

Index Terms—Coexistence, OFDM, SMSE, Opportunistic
Spectrum Access, Dynamic Spectrum Access, Waveform
Agility, Adaptive Modulation.

I. I NTRODUCTION

Within the field of communications, there exists an ever
growing demand for greater system performance amidst
an apparent shortage of available spectrum. Stated more
accurately, the spectrum remains largely under-utilized
with some suggesting that 70% to 95% is inefficiently
utilized at any point in time [1]–[3]. As such, the research
emphasis remains focused on using existing resources
more efficiently rather than demanding more. Both Cogni-
tive Radio (CR) and Software Defined Radio (SDR) tech-
nologies are widely recognized as having considerable
potential for alleviating apparent spectrum shortages [4],
[5], with some of the more efficient approaches cou-
pling intelligent CR algorithmic control with a flexible
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SDR system architecture. These future CR-based SDR
communication systems are even more promising when
they exploit the design flexibility and computational ef-
ficiency of Orthogonal Frequency Division Multiplexing
(OFDM) [6].

In wireless communications, signals are designed to
“coexist” within various physical domains (time, fre-
quency, space, polarization and code). The design chal-
lenge is to provide “peaceful” coexistence such that
mutual interference is manageable by all users. In the con-
text of CR-based SDR waveforms, signal coexistence is
obtained through waveform tailoring, or dynamic design,
and provides interference performance that can be char-
acterized throughoverlay, underlay, or hybrid overlay-
underlaymechanisms. The specific waveform characteri-
zation is determined by comparing CR and Primary User
(PU) signal characteristics in the jointly occupied physical
domain(s). Basic CR-based SDR waveform characteri-
zation can be summarized as follows: 1) Anoverlay
waveform designavoids interference by occupying areas
within physical domain(s) where PU signals do not exist;
2) An underlay waveform design occupies the same areas
within the physical domain(s) while inducing “manage-
able” interference to the PUs; and 3) A hybridoverlay-
underlaywaveform achieves both interference avoidance
and management [7]–[9].

This work addressescoexistentCR-based SDR wave-
form design in a PU signal environment using OFDM-
based Spectrally Modulated, Spectrally Encoded (SMSE)
waveforms [10], [11]. Relative to previous related work
that considered similar design constraints [12], [13], this
paper provides: 1) a detailed analytical development for
soft decision selection and dynamic assignment of SMSE
subcarrier modulation order and power, 2) a sensitivity
analysis for SMSE parameter update latency and up-
date interval, and 3) proof-of-concept demonstrations for
two different PU environments. Results here demonstrate
potential performance improvement that can be realized
through adaptive design of temporally and spectrally agile
SMSE waveforms. By exploiting statistical knowledge
of PU spectral and temporal behavior, SMSE system
throughput is maximized while adhering to both SMSE
and PU bit error rate (BER) constraints. Section II in-
troduces the framework used to design temporally and
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spectrally agile signals. The adaptive waveform design
process is developed in Section III, focusing on the
temporal and spectral statistics of PU signals as well as
manageable interference levels for both the SMSE and PU
systems. Simulation results are provided in Section V and
Section VI for coexistent scenarios containing temporally
unstructured Direct Sequence Spread Spectrum (DSSS)
PU signals and temporally structured 802.11a signals,
respectively. In Section VIII, the performance sensitivity
to SMSE waveform update latency and update interval
is investigated and the resultant trade-space explored.
Section IX provides a summary and conclusions.

II. SPECTRAL WAVEFORM DESIGN

A. OFDM-Based Design Methods

Orthogonal Frequency Division Multiplexing is a key
technology for implementing spectrally efficient SDR [4]
and posses inherent frequency agility through the use of
a spectral domain design process [6]. OFDM effectively
divides the total available bandwidth (BT ) among Nf

narrower subcarriers, with each subcarrier modulated by
independent data streams. Due to the lower bandwidth
allocated to each subcarrier, the time duration of each
OFDM symbol (TS) is increased when compared to single
carrier techniques using the sameBT . However, due to
the parallel nature of OFDM, approximately the same data
rate (RD) can be achieved. One benefit of this process
is that spectral regions withinBT that have either poor
channel quality or contain high interference levels can
be avoided in favor of spectral regions having better
channel responses and reduced interference. Additionally,
through proper selection of OFDM parameters, frequency
selective channels that would have distorted the signal
from a single high rate data stream can appear as fre-
quency flat channels to each of an OFDM system’s narrow
subcarriers. These aspects of OFDM provide the founda-
tion of OFDM’s ability to spectrally design its signal to
achieve coexistence with other users while simultaneously
maximizing its own throughput and performance.

Adaptive methods have been proposed for OFDM-
based communication systems in order to spectrally adapt
to changing channel conditions while increasing perfor-
mance in the presence of other users. The complexity
of these designs ranges from simple spectral notching
(avoid spectral regions with high interference or poor
channel gain) to theoretically optimal methods, such as
water-filling, that strive to achieve Shannon capacity [14],
[15]. These methods generally suffer from either limited
performance capability or unrealistic design constraints.
Some of the more practical adaptive techniques employ
traditional modulation schemes with subcarrier adaptabil-
ity provided on either aninter-symbol(symbol-to-symbol)
or intra-symbol(within a symbol) basis. The inter-symbol
class of signals, e.g., OFDM-based 802.11 [16], typically
use fixed assignment of modulation type, order, etc., for
all subcarriers within a given symbol. Signals using intra-
symbol adaptability vary subcarrier properties within each
symbol. This has been used in both wired [17]–[19] and

wireless applications [20]–[23] that have predominantly
used spectral-only design to maximize OFDM system
throughput without due regard to coexistent system im-
pact. As a result, their utility diminishes in the presence
of PU systems which require a given performance level.
Thus, greater design flexibility through independent se-
lection of OFDM subcarrier features is required.

B. SMSE Analytic Framework

Fundamental research has been completed that provides
a unified framework to aid in the spectral design of OFDM
signals. The so-called Spectrally Modulated Spectrally
Encoded (SMSE) framework in [10], [11], reduces the
generally complex spectral design of OFDM signals down
to the selection of six key parameters. Each SMSE param-
eter is introduced to incorporate various waveform design
characteristics commonly employed in communications.
While the design of OFDM spectral components can be
accomplished by various means, the SMSE framework
provides a concise methodology for describing OFDM
signals through various SMSE parameters.

The general SMSE framework specifies the transmit-
ted waveform design for thekth SMSE symbol using
a specific collection of waveform design parameters,
including: coding, c = [c1, c2, . . . , cNf

], ci ∈ C, data
modulation, d = [d1, d2, . . . , dNf

], di ∈ C, window-
ing, w = [w1, w2, . . . , wNf

], wi ∈ C, and a phase-
only orthogonality term, o = [o1, o2, . . . , oNf

], oi ∈
C, |oi| = 1 ∀ i [10], [11]. Collectively, these terms
functionally incorporate various waveform design fea-
tures that are commonly employed in communications.
The intra-symbol frequency components used to gener-
ate each SMSE symbol are controlled by theassign-
ment, a = [a1, a2, . . . , aNf

], ai ∈ {0, 1}, and use,
u = [u1, u2, . . . , uNf

], ui ∈ {0, 1} parameters, where
zeros indicate there is no transmission at that particular
frequency. Theassignmentparameter specifies available
frequency bands, while theuseparameter dictates which
ones are actually used. Thus,u is a subset ofa, u ⊆ a,
such that only assigned carriers can be used.

The spectral representation of thekth SMSE symbol is
given by [10], [11]

sk = ak ¯ uk ¯ c¯ dk ¯w ¯ ok , (1)

where¯ denotes a Hadamard product. Themth subcarrier
component ofsk is given as

sk[m] = am,kum,kcmdm,kwmejΘm,k , (2)

Θm,k = θcm
+ θdm,k

+ θwm + θom,k
,

wherem = 0, 1, ..., Nf−1 is the subcarrier index number,
there areNf total subcarriers, andam,k, um,k, cm,
θcm , dm,k, θdm,k

, wm, θwm andθom,k
are corresponding

magnitudes and phases of the design parameters.

C. Soft Decision SMSE (SD-SMSE)

The general SMSE framework has been extended in
recent work to allow for soft decision SMSE (SD-SMSE)
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implementation [24]–[26]. In SD-SMSE, the original
hard-decision restriction on SMSEassignment(a) and
use(u) parameters (on or off) is relaxed and a range of
continuous non-negative real values applied. For the form
of SD-SMSE considered here, elements of theassignment
sequence{a} and use sequence{u} include values of
ai ∈ [0, 1] and ui ∈ [0, 1]. In the context of this more
general SD-SMSE framework, the desired soft decision
effects include: 1) theassignmentparameter indicating the
total amount of power that the SD-SMSE system is al-
lowed to allocate in specific spectral regions, withai = 1
indicating maximum possible (normalized) transmission
power; and 2) theuse parameter indicating the fraction
of total available transmission power that is actually used
across all possible spectral regions. Accounting for these
two effects, the total (normalized) power transmitted on
the ith subcarrier isPi = (aiui)2 × |cidiwi|2.

Development of the SD-SMSE framework naturally
follows that of the original SMSE framework, with the
spectral representation remaining unchanged from that
given in (1) and (2). The framework in (2) is well-suited
for optimization given that independent selection of intra-
symbol subcarrier power and modulation type/order is
enabled through theum,k and dm,k design parameters,
respectively. Since the SMSE parameters for each subcar-
rier are independent from those applied to all others, each
subcarrier can have independent power level and modu-
lation assigned. Furthermore, the subcarrier power and
modulation can be dynamically modified on a symbol-
by-symbol basis in response to changing channel and/or
interference conditions. The end result is the ability to
explicitly design a signal that is both time agile across
symbols and frequency agile across subcarriers.

III. SD-SMSE WAVEFORM DESIGN

A. Spectral Design

SMSE system performance is maximized subject to
specific design constraints. For this work, the imposed
design constraints include: 1) Fixed total average SMSE
power (summed across all subcarriers), 2) Fixed max-
imum SMSE BER (for all subcarriers), and 3) Fixed
maximum BER for each PU signal. For demonstration,
the design is further constrained to operate with a prede-
termined set ofNf contiguousassignedfrequencies, with
coding (c), windowing (w), andorthogonality (o) terms
in (1) set to unity. The subcarrier modulations are selected
independently and set to 4-QAM, 16-QAM, 64-QAM,
or 256-QAM. Thus, the final design process involves
optimal selection ofdata modulation(d) and frequency
use (u) parameters. Specifically, within the overall goal
of maximizing average throughput (bits/sec), the SMSE
system first selects which subcarriers are used. For each
selected subcarrier, the SMSE system then selects 1) the
modulation order(M ∈ {4, 16, 64, 256}) and 2) allocated
power. The spectral design constraints for thekth SMSE
symbol are expressed as:

Max



E




Nf−1∑
m=0

{sk[m] Bits / Symbol}





 , (3)

such that

E




Nf−1∑
m=0

{sk[m] Power}

 ≤ ΛP , (4)

E




Nf−1∑
m=0

{sk[m] Interference}

 ≤ ΛIv , (5)

where ΛP is the total average SMSE symbol power,
v ∈ {1, . . . , NPU}, NPU is the total number of PUs,
ΛIv is the maximumeffectiveinterference power (after
passing through the PU receive filter) that thevth PU can
tolerate from the SMSE and still maintain its BER limit,
andE[•] denotes the expectation operator. If the spectral
constraints in (3) through (5) are vieweddeterministically
with respect to thecurrent channel response, they can be
expressed as:

Max
Mm={ 1,4,16,

64,256 }



E




Nf−1∑
m=0

log2(Mm)






 , (6)

such that

E




Nf−1∑
m=0

Pm(Mm,Hm)


 ≤ ΛP , (7)

E




Nf−1∑
m=0

Iv
m(Mm,Hm)


 ≤ ΛIv

, (8)

where Mm is the mth subcarrier modulation order,
Pm(Mm, Hm) is the power transmitted on themth sub-
carrier using modulation orderMm, Hm is the observed
channel gain on themth subcarrier, andIv

m(Mm,Hm) is
the resultanteffectiveinterference power observed by the
vth PU due to themth SMSE subcarrier (after passing
through the PU receive filter). Note thatMm = 1 is
introduced in (6) to account forunusedsubcarriers, as
identified by zero entries in SMSE variableu in (1), with
Pm(Mm, Hm) ≡ 0 whenMm = 1.

The interference power limit,ΛIv in (8), can be com-
puted from the BER equation for thevth PU system.
Approximating the interference from the SMSE signal as
Gaussian, and assuming the PU uses a rectangular QAM
or coherent BPSK signal, the uncoded PU BER is [27]:

Pbv ≈ CPU ×Q

(√
3 SINRPU

2(αMPU − 1)

)
(9)

CPU ≡ 4(
√

αMPU − 1)√
αMPU log2(αMPU )

SINRPU ≡ 2 log2(αMPU )Ebv

N0 + 2
∑Nf−1

m=0 Iv
m(Mm,Hm)
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where MPU is the modulation order used by the PUs,
N0/2 is the noise power spectral density,Ebv is the
energy used by the PU for each transmitted bit, andα
is a constant set toα = 1 for QAM or α = 2 for BPSK.
Rearranging the terms in (9) gives

Nf−1∑
m=1

Iv
m(Mm,Hm) ≤ ΛIv (10)

≈ 3 log2(αMPU )Ebv

2(αMPU − 1)

[
Q−1

(
Pbm

CPU

)]−2

− N0

2

whereQ(·) is given by

Q(x) ≡ 1√
2π

∫ ∞

x

e
−y2

2 dy. (11)

The resultant interference power observed by thevth

PU due to themth SMSE subcarrier,Iv
m(Mm,Hm), can

be obtained either through a priori knowledge of the PU
transmission statistics, or by monitoring PU transmissions
and forming estimates based on the PU channel access
characteristics and PSD. Assuming the PU employs a
matched filter receiver, the value forIv

m(Mm,Hm) can be
obtained by correlating the PSD for thevth PU, Zv(f),
and themth SMSE subcarrier PSD,Xm(f), as given by
(31) in the Appendix:

Iv
m(Mm,Hm) =

1
P v

PU

∫ ∞

−∞
Zv(f) Xm(f) df

=
Pm(Mm,Hm)

TSP v
PU

∫ ∞

−∞
Zv(f) |P (f−fc−m∆f)|2 df

≡ Pm(Mm,Hm)ρv
m (12)

where P v
PU is the power of thevth PU signal, fc is

the SMSE carrier frequency,∆f is the SMSE subcarrier
spacing, andP (f) is the Fourier Transform of the SMSE
pulse shape.

Similarly, the resultant interference power observed by
themth SMSE subcarrier due to thevth PU, denoted̃Iv

m,
can be estimated by simply measuring the interference
power received on each SMSE subcarrier, which is given
by (30) in the Appendix as:

Ĩv
m =

∫ ∞

−∞

∣∣∣P̃ (f − fc −m∆f)
∣∣∣
2

TS
Zv(f) df

≡ P v
PU ρ̃v

m (13)

whereP̃ (f) is the Fourier Transform of the SMSE pulse
shape after cyclic prefix removal.

To determine the required value ofPm(Mm,Hm) in
(7) that yields the desired subcarrier BER, consider the
BER equation for themth SMSE subcarrier [27]:

Pbm ≈ Cm ×Q

(√
3|Hm|2SINRm

2(Mm − 1)

)
(14)

Cm ≡ 4(
√

Mm − 1)√
Mm log2(Mm)

SINRm ≡ 2 log2(Mm)Ebm

N0 + 2
∑NP U

v=1 P v
PU ρ̃v

m

which gives the desired value ofPm(Mm, Hm) as

Pm(Mm,Hm) =
log2(Mm)Ebm

TS

=

(
N0 + 2

NP U∑
v=1

P v
PU ρ̃v

m

)
B(Mm)
|Hm|2 (15)

B(Mm) ≡
[
Q−1

(
Pbm

Cm

)]2 (
Mm − 1

3TS

)

where Ebm is the energy per bit allocated to themth

subcarrier andTS is the SMSE symbol period.

The result in (15) provides the power required to use
a specific subcarrier with a given modulation orderMm.
A more useful metric is the incremental power∆Pm,l

required to use the next higher modulation order on a
specific subcarrier:

∆Pm,l ≡
(

N0 + 2
NP U∑
v=1

P v
PU ρ̃v

m

)
∆Bl

|Hm|2 , (16)

∆Bl ≡ B(γl)−B(γl−1) ,

whereγl ≡ {4, 16, 64, 256} for the index valuesl =
{1, 2, 3, 4}, andγ0 ≡ 0.

Using (16) removes the need to consider the modulation
order being used on a particular subcarrier. Instead, each
individual subcarrier can be regarded as four distinct
channels each capable of transmitting two bits, and each
with their own power requirement. Hence∆Pm,l denotes
the amount of power required to transmit an additional
two bits. This reduces the problem of determining what
modulation order to use for each subcarrier and what
corresponding power level to assign to eachPm into
the task of a deciding to either employ or not employ
each “bit-pair channel”, each with an independent power
requirement of∆Pm,l. By viewing the channel in this
way, a simpler and more equitable comparison can be
made between channel configurations, and a single metric
can be used to assess the amount of additional power
that will be required for each potential pair of transmitted
bits. It should also be noted that for all values of interest
∆Bl+1 > ∆Bl, and hence∆Pm,l+1 > ∆Pm,l, as
is required to ensure that the “bit-pair channels” for a
particular subcarrier are selected in increasing order ofl
(i.e., 4-QAM, to 16-QAM, to 64-QAM, etc). As a result,
(6) through (8) can be concisely expressed as

Max
Um,l={0,1}





Nf−1∑
m=0

4∑

l=1

2Um,l



 , (17)

such that
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Nf−1∑
m=0

4∑

l=1

∆Pm,lUm,l ≤ ΛP , (18)

Nf−1∑
m=0

4∑

l=1

∆Pm,lρ
v
mUm,l ≤ ΛIv , (19)

where Um,l ∈ {0, 1} indicates whether the “bit-pair
channel” indexed bym and l is used. The optimization
problem then reduces to selecting which “bit-pair chan-
nels” to use and which not to use by settingUm,l to the
appropriate value. This maximization can be solved using
Lagrange’s method by maximizing

Max
Um,l={0,1}





Nf−1∑
m=0

4∑

l=1

Lm,lUm,l





=
Nf−1∑
m=0

4∑

l=1

Max
Um,l={0,1}

{
Lm,lUm,l

}
(20)

Lm,l ≡ 1− λP ∆Pm,l −
NP U∑
v=1

λIv
∆Pm,lρ

v
m

whereλP ≥ 0 andλIv
≥ 0 are the Lagrange multipliers

that satisfy the constraints in (17) through (19). The above
term is maximized by assigning

Um,l =
{

1, Lm,l ≥ 0
0, Lm,l < 0 . (21)

Therefore, the maximization problem is reduced to
finding values of{λP , λI1 , . . . , λINP U

} that satisfy the
constraints. Although not a convex optimization problem,
there are a number of methods that can be used to
determine locally optimum values or to stochastically
search for globally optimum values [28]–[30]. For proof
of concept demonstration, the results presented in this
paper use a gradient ascent of the Lagrange multipliers
to find a locally optimum operating point. The result is
a spectrally designed signal that is created in response to
current channel and interference conditions.

B. Temporal Design

Additional benefit can be realized by adapting to the
PU temporal responses as well. This can be achieved
by monitoring PU transmissions and tracking the current
“state” of each PU transmitter. This information can then
be used to update the expected number of transmitting
PUs during the next SMSE symbol interval. As a result,
the expected amount of PU power that interferes with the
SMSE signal, as well as the expected number of PUs that
will experience SMSE interference, can be estimated. The
OFDM subcarrier response can then be designed accord-
ingly, enabling the SMSE system to vary its subcarrier
selection, modulation, and power on a symbol-by-symbol
basis, or as often as is needed and practical.

The PU signal “state” can be interpreted in numerous
ways. In general, the “state” description includes any

information that the SMSE system has and can maintain
about PU transmission characteristics. In the simplest
model, the PU “state” is modeled simply as whether or
not the PU was transmitting at the end of the most recent
SMSE symbol (PU is on or off). The result is areac-
tive spectrally-temporally designed SMSE waveform. In
contrast to spectrally-only designed waveforms,reactive
spectrally-temporally designed waveforms avoid spectral
regionswhenandwherePU signals are actually present.
This model is suitable when the PU system operates:
1) without a fixed timing structure, or 2) if the time-
varying structure is unknown.

The PU state model complexity can be described to
account for both transmission condition (on or off) as
well as duration (how long the PU remains in a given
state). This additional knowledge enables the SMSE to
statisticallypredict times that a PU is likely to transmit.
As a result, the SMSE system is better able to adapt prior
to experiencing interference from the PU. Thispredictive
model is suitable when the PU system operates with
known temporal structure, such as some defined range
of allowable transmission durations or when temporal
guard bands exist between successive transmissions. This
information can be included as part of the state description
and used to compute times that PUs are highly likely
to transmit. The resultant waveform is able to avoid
PU signals with an even greater degree of temporal and
spectral agility as compared to the merelyreactivecase.

For any level of state complexity, the SMSE system
builds a model estimate of PU signal statistics and
tailors its temporal response accordingly. As with PU
PSD estimation, PU temporal transmission statistics may
be obtained either directly using a priori knowledge of
PU signal structure, or indirectly by monitoring the PU
transmissions. The SMSE system can maintain updated
PU statistics and alter its response as PU signal statistics
change.

Accounting for PU state conditions, the design con-
straints in (17) through (19) are modified such that 1)
Um,l and ∆Pm,l become functions of the PU state,
and 2) the potential interference power caused by the
SMSE to the PU in (19) is averaged over the number
of PU symbols experiencing interference. The resulting
constraints become

Max
Um,l(~D)={0,1}





∫
~D

Nf−1∑
m=0

4∑

l=1

2Um,l( ~D)p( ~D) d ~D



 ,

(22)
such that

∫
~D

Nf−1∑
m=0

4∑

l=1

∆Pm,l( ~D)Um,l( ~D)p( ~D) d ~D ≤ ΛP , (23)

∫
~D

Nf−1∑
m=0

4∑

l=1

∆Pm,l( ~D)ρv
mE~DUm,l( ~D)p( ~D) d ~D ≤ ΛIv ,

(24)
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E~D ≡ E[nv| ~D]
E[nv]

, p( ~D) ≡
NP U∏
v=1

p(Dv) ,

where nv is a random variable representing the num-
ber of symbols the SMSE system observes from the
vth PU during the next SMSE symbol interval,~D ≡
[D1, D2, . . . , DNP U

] denotes the state of each PU trans-
mitter, p(Dv) is the probability density that thevth PU
is in the stateDv, and the integrals in (22) through
(24) are taken over the range of possible PU states. The
incremental power∆Pm,l is now a function of PU state
and is given by:

∆Pm,l( ~D) ≡
(

N0 + 2
NP U∑
v=1

P v
PU ρ̃v

mE~D

)
∆Bl

|Hm|2 . (25)

In the event there are only a discrete number of PU
states, the probability densities become impulses and
the integrals reduce to summations. By again employing
Lagrange’s method, this maximization can be solved by
maximizing

Max
Um,l(~D)

={0,1}

{∫
~D

Nf−1∑
m=0

4∑

l=1

Lm,l( ~D)Um,l( ~D)p( ~D) d ~D

}

=
∫

~D

Nf−1∑
m=0

4∑

l=1

Max
Um,l(~D)

={0,1}

{
Lm,l( ~D)Um,l( ~D)

}
p( ~D) d ~D

(26)

Lm,l( ~D) ≡ 1−λP ∆Pm,l( ~D)−
NP U∑
v=1

λIv
∆Pm,l( ~D)ρv

mE~D

where λP ≥ 0 and λIv
≥ 0 are again the Lagrange

multipliers that satisfy the constraints in (22) through (24).
The expression above is maximized by assigning

Um,l( ~D) =
{

1, Lm,l( ~D) ≥ 0
0, Lm,l( ~D) < 0

. (27)

The result is aspectrally-temporallydesigned signal
created in response to the currentand predicted chan-
nel and interference conditions. The “bit-pair channel”
selection function,Um,l( ~D), is now a function of the
PU state. Even though this represents a potentially un-
countably infinite number of values corresponding to the
possibly continuous range of PU states, the only terms
that are required to be stored are theNPU + 1 values
of {λP , λI1 , . . . , λINP U

}. When the SMSE computes any
particular value for the PU states (~D), it can calculate the
appropriate value ofUm,l( ~D) for eachm and l based on
the values ofλP and eachλIv .

IV. ESTIMATION OF COEXISTENT INTERFERENCE

To demonstrate the ability of the SMSE to estimate the
resultant coexistent interference – the interference caused
by the SMSE to the PUs in (12) as well as that caused
by PUs to the SMSE in (13) – the predicted coexistent

interference levels are compared here to the observed
values obtained through simulation.

The demonstration scenario includes a single Direct
Sequence Spread Spectrum (DSSS) PU signal employing
Binary Phase Shift Keying (BPSK) modulation for both
data and spreading. The transmitted PU power level is
fixed at 1 Watt using a symbol rate of 250K Sym/Sec, and
is transmitted at a center frequency of 5.0 GHz through
an Additive White Gaussian Noise (AWGN) channel. A
31-length gold code sequence is used for the spreading
code with exactly one code period per BPSK data symbol.

The SMSE signal is spectrally centered at 5.0 GHz,
and containsNf = 128 subcarriers with each spanning
344.5 KHz and modulated using a 1 Watt QPSK signal.
The SMSE signal uses a 32 length cyclic prefix and
propagates through a multipath Rayleigh faded channel
with a time duration equal to one-half of the SMSE cyclic
prefix length.

The predicted interference observed by the PU due to
the presence of themth SMSE subcarrier is shown in
Fig. 1a along with the observed values obtained through
simulation. Figure 1b shows the corresponding predicted
and simulated interference observed by themth SMSE
subcarrier due to the presence of the PU signal. In both
cases, the observed simulated interference levels closely
match the predicted values.

V. COEXISTENT PERFORMANCE: TEMPORALLY

UnstructuredDSSS PU SIGNALS

SMSE system performance is simulated in a coexis-
tent environment containing four Direct Sequence Spread
Spectrum (DSSS) PU signals. This scenario is chosen
for consistency with earlier work presented in [12]. The
DSSS PU signals use Binary Phase Shift Keying (BPSK)
modulation for both data and spreading. The transmitted
PU power level is fixed at 20 Watts per PU using a
symbol rate of 300K Sym/Sec. A 32-length Hadamard
sequence is used for the spreading code with exactly one
code period per BPSK data symbol. The four PU signals
are spectrally non-overlapped at center frequencies of
2.0120 GHz, 2.0383 GHz, 2.0680 GHz, and 2.0931 GHz.
Each PU signal is generated using independent data
modulation, carrier phase and symbol timing. The PU
burst transmissions are modeled as exponential random
variables with a mean duration of 20.0mSec for both
burst length and inter-burst spacing. An AWGN channel
model is used with the noise power set to achieve an in-
bandSNR = 6.2 dB.

The SMSE signal uses a maximum ofNf = 8192
possible subcarriers that are confined to a frequency
band of 2.0000 GHz to 2.1050 GHz (105 MHz maxi-
mum bandwidth). Each subcarrier experiences indepen-
dent Rayleigh flat fading through the AWGN channel. The
SMSE system has a perfect channel response estimate at
both the transmitter and receiver locations and updates
its PU transmission state estimate prior to each SMSE
symbol transmission. Furthermore, all transmitters and
receivers in the scenario (PU and SMSE) are assumed
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(a) Interference to the PU from themth SMSE subcarrier
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(b) Interference to themth SMSE subcarrier from the PU

Fig. 1. Predicted interference and observed interference obtained
through simulation: (a) observed by the PU due to the presence of the
mth SMSE subcarrier and (b) observed by themth SMSE subcarrier
due to the presence of the PU.

to observe the same set of signals, but with independent
noise realizations. Given that the transmitted burst lengths
and intervals between bursts are modeled as a “memory-
less” exponential random variables, the simple “on-off”
PU state model is appropriate for designing areactive
spectrally-temporallydesigned waveform. Furthermore,
the SMSE is assumed to have a priori knowledge of
the parameters governing the burst length and inter-
burst spacing when computing PU temporal statistics, as
discussed in Section III-B.

A. Time-Frequency Power Spectral Density (PSD)

The time-frequency PSD responses of the PU signals
and resultant SMSE signal are shown in Fig. 2 for a repre-
sentative scenario. In response to the PU signals shown in
Fig. 2a, the SMSE system can design a waveform either
by using only spectral adaptation constraints or by using
both spectral and temporal adaptation constraints.

Considering only spectral adaptation constraints, the
signal satisfying (17) through (19) avoids spectral areas

                      F
c1

                 F
c2

                     F
c3

                 F
c4

               (dB)

Frequency

T
im

e

 

 

−64

−62

−60

−58

−56

−54

−52

−50

−48

−46

−44

(a) DSSS PU Signal Response
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(b) SMSE Signal ResponseSpectrally-Only Adaptedto PU Signal

                      F
c1

                 F
c2

                     F
c3

                 F
c4

               (dB)

Frequency

T
im

e

 

 

−64

−62

−60

−58

−56

−54

−52

−50

−48

−46

−44

(c) SMSE Signal ResponseSpectrally-Temporally Adaptedto PU Signal

Fig. 2. CoexistentAdapted SMSE and DSSS PU Signals. Time-
Frequency PSDs: (a) FourDSSSPU Signals, (b) SMSE Signal Response
Spectrally-Only Adaptedto PU Signal and (c) SMSE Signal Response
Spectrally-Temporally Adaptedto PU Signal.
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Fig. 3. Coexistent BER versus total normalized SMSE power for
Spectrally-OnlyandSpectrally-Temporallyadapted SMSE signals. Cor-
responding DSSS PU BER is also shown. A maximum BER constraint
of PB = 10−4 was used for all systems.

containing significant PU power as well as low chan-
nel gain while maximizing its throughput. The resultant
spectrally-only adaptedSMSE response in Fig. 2b clearly
shows that spectral areas occupied by DSSS PU signals
are avoided.

Considering both spectral and temporal adaptation con-
straints, the signal satisfying (22) through (24) avoids
both spectral and temporal areas containing significant
PU power as well as low channel gain while maximizing
its throughput. This is illustrated in the time-frequency
PSD response shown in Fig. 2c, where the adapted SMSE
signal spectrally and temporally avoids the four DSSS
PU signals using the simple “on-off” state model. The
resultantspectrally-temporally adaptedSMSE signal ef-
fectively power fills “voids” around the DSSS PU signals
in both time and frequency. The SMSE response clearly
avoids spectral areas where the DSSS signals are actually
present.

B. PU and SMSE Bit Error Rate (BER)

Simulated PU and SMSE BER performance is shown in
Fig. 3 for the spectrally-only designed SMSE waveform,
and the reactive spectrally-temporally designed SMSE
waveform. For comparison, SMSE performance is also
presented without the DSSS PU signals present. Con-
sidering the SMSE BER curves (filled markers), the
SMSE BER is shown to meet the desired BER limit
of PB = 10−4 for the entire range of SMSE transmit
power limits simulated, with all three curves overlapping.
Considering the PU BER curves (unfilled markers) as
the SMSE transmit power limit increases, the PU BER
increases up to within a factor of±10% of the maximum
BER constraint ofPB = 10−4. Note that this minor
amount of deviation should be within the error correction
capability of the PU’s channel coding, and thus should be
well absorbed by the channel coding. For lower SMSE
power levels the PU BER is substantially lower than
the BER limit. This occurs because the SMSE signal is
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Fig. 4. Average SMSE throughput (bits/sec) versus normalized
maximum SMSE power forSpectrally-Onlyand Spectrally-Temporally
adapted SMSE signals. Results based on a maximum BER constraint of
PB = 10−4 for all systems. Performance without the DSSS PU signals
present is shown for comparison.

able to select subcarrier frequencies that are considerably
removed from the DSSS PU spectral regions and apply
maximum power levels without causing significant inter-
ference to the PU systems.

C. Average SMSE Throughput

Results in Fig. 4 show average SMSE throughput
(bits/sec) versus total maximum SMSE power (nor-
malized by maximum SMSE bandwidth of 105 MHz)
for both the spectrally-only and reactive spectrally-
temporallyadapted SMSE waveforms. Performance with-
out the DSSS PU signals present is also provided for
comparison. For the lower maximum total power limits
considered, all three systems performed nearly identically.
This occurs because the SMSE system can allocate its
total power to a very few high gain channels. Therefore,
when the DSSS PU signals are present, the SMSE design
is effectively a simple frequency division multiplexing
scheme that avoids spectral regions with high interference.
Since there are generally enough high gain channels
outside the DSSS PU spectral regions, the SMSE system
experiences minimal penalty for avoiding the DSSS PU
sub-bands. However, as total available power increases the
SMSE system begins to share spectral regions with DSSS
PUs and realizes a noticeable performance improvement.

VI. COEXISTENT PERFORMANCE: TEMPORALLY

Structured802.11A PU SIGNALS

Coexistent SMSE performance is analyzed in a more
structured PU signal environment containing two OFDM-
based 802.11a PU networks. This scenario is chosen
for consistency with earlier work presented in [13]. The
OFDM PU networks spann two adjacent 20 MHz chan-
nels centered at 5.00 GHz and 5.02 GHz. Consistent
with specifications in [16], the 802.11a users operate as
follows: 1) average transmit power fixed at100 mW per
user, 2) a pre-encoded data rate of 24 Mbits/sec with a
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variable length packet structure, 3) rate 1/2 forward error
correction, 4) 16-QAM modulation on 48 data subcarriers,
and 5) pilot tones are present. An AWGN channel model
is used with the noise power set to achieve an in-band
SNR = 16.7 dB.

The SMSE signal uses a maximum ofNf = 128
possible subcarriers with each spanning 344.5 KHz. The
resultant overall SMSE bandwidth is 44.096 MHz cen-
tered at 5.01 GHz (spectrally centered between 802.11a
bands). The SMSE signal uses a 32 length cyclic pre-
fix and propagates through a multipath Rayleigh faded
channel with a time duration equal to one-half of the
SMSE cyclic prefix length. Both the PU and SMSE
systems are constrained to a maximum channel BER of
PB = 10−2. The SMSE system has a perfect channel
response estimate at both the transmitter and receiver
locations and updates its PU transmission state estimates
every 50 SMSE symbols. Additionally, the SMSE power
is further constrained to be distributed such that the
resulting interference within a given 20 MHz band does
not degrade PU preamble detection performance, i.e., all
802.11a users can reliably detect greater than 90% of
received preambles [16].

Unlike results in Section V, results here do not rely
on a priori PU information. Rather, the SMSE estimates
PU transmission statistics by monitoring PU transmission
activity as discussed in Section III-B. Based on these
observations, the SMSE forms a histogram based esti-
mate of the probability distribution of: 1) the PU packet
transmission duration and 2) the time duration between
PU packets (idle time). These probability distributions are
then used to compute the conditional probabilities that the
PU will remain in its current transmission state (on or
off) given that it has already been in that state for some
amount of time.

A. PU and SMSE Bit Error Rate

Resultant PU and SMSE channel BER versus total
normalized SMSE power is shown in Fig. 5 for the
spectrally-only, reactive spectrally-temporally, and pre-
dictive spectrally-temporallydesigned waveform. Con-
sidering the PU BER curves (unfilled markers) as the
SMSE transmit power increases, the observed PU BER
increases to the BER limit ofPB = 10−2 for all design
methods. Prior to reaching the PU BER limit, the SMSE
system operates in a purely power-constrained mode, i.e.,
it expends its entire power budget without being impacted
by the BER constraint for the PU system. As the SMSE
power reaches a value of approximatelyΛP = 100 mW,
the SMSE system begins to restrict its transmission to
maintain the PU BER constraint. The resultant SMSE
design successfully maintains the PU BER constraint
for all three design methods. Considering the SMSE
BER curves (filled markers), the observed SMSE BER is
consistent with the desired BER limit for both the reactive
and predictive spectrally-temporally designed waveforms.
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Fig. 5. Coexistent BER versus total normalized SMSE power
for Spectrally-Only, Reactive Spectrally-Temporally, and Predictive
Spectrally-Temporallyadapted SMSE signals. Corresponding 802.11a
PU BER is also shown. A maximum BER constraint ofPB = 10−2

was used for all systems.

B. Average SMSE Throughput

Resultant SMSE throughput (bits/symbol) for the three
design methods is shown in Fig. 6, where once again the
results are plotted as a function of SMSE transmit power.
As indicated, all three design methods asymptotically
approach an upper limit on achievable throughput. This
limitation is a result of the designs being unable to
allocate all available power within the channel given that
the PU BER constraint must be maintained.

The spectrally-only designed waveform achieves a sig-
nificantly lower throughput than the spectrally-temporally
designed waveforms. This result is partly due to the
fact that spectrally-only waveform design is obtained
through pure frequency division. Since this scenario has
far less spectral separation between PU system than that
of Section V, the SMSE waveform is less able to rely on
pure frequency division to avoid PU signals. By compari-
son, thereactivespectrally-temporally designed waveform
achieves an approximate20% increase in throughput for
higher power limits. For lower power limits, thepredictive
spectrally-temporally designed waveform achieves similar
performance to the reactive waveform. However, as the
power limit increases, the predictive waveform achieves
approximately an additional10% gain in throughput as
the number of interference-free channels become scarce,
and the benefit of using the PU occupied channels more
efficiently becomes clear.

To illustrate SMSE subcarrier adaptability, results of
SMSE subcarrier allocation are shown in Table I for the
predictivespectrally-temporally designed waveform. Note
that these results are for fixed channel noise conditions
and fixed BER limit constraints ofPB = 10−2. Given a
particular channel realization, the total number of subcar-
riers carrying data is averaged across time, as well as the
number of subcarriers employing a specific modulation
order. After a minimum power limit is reached, the total
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Fig. 6. Average SMSE throughput (bits/sec) versus normalized maxi-
mum SMSE power forSpectrally-Only, Reactive Spectrally-Temporally,
and Predictive Spectrally-Temporallyadapted SMSE signals. Results
based on a maximum BER constraint ofPB = 10−2 for all systems.

TABLE I
SUBCARRIER UTILIZATION : AVERAGE NUMBER OF SMSE

SUBCARRIERSUSED AND CORRESPONDINGNUMBER PER QAM
MODULATION ORDER

Total SMSE Ave # 4 16 64 256
PowerΛP Used QAM QAM QAM QAM

10 mW 57.66 57.66 0 0 0
50 mW 75.72 30.54 39.93 5.25 0
100 mW 75.84 28.65 22.95 24.25 0
150 mW 75.72 30.05 20.00 17.01 8.65
200 mW 75.72 32.07 18.20 10.20 15.25

number of subcarriers used remains roughly unchanged.
However, as the power limit is increased, more subcar-
riers exchange lower-order for higher-order modulation
schemes. Thus, while the total number of subcarriers
used remains generally fixed to maintain the interference
limit to the PU systems, the total number of resultant
transmitted bits increases due to the use of higher-order
modulations.

VII. D ISSIMILAR PU BER CONSTRAINTS

To investigate the ability of the SMSE to design its
waveform in an environment containing PUs with dis-
similar BER constraints, the scenario in Section VI was
modified such that the BER constraint for PU #2 (centered
at 5.02 GHz) is varied while the BER constraint for PU
#1 (centered at 5.00 GHz) remains fixed atPB = 10−2.
The SMSE performance is evaluated using a maximum
transmission power limit of4.5× 10−9 Watts/Hz.

Figure 7 shows the resultant BER observed for the two
PUs as a function of the desired BER for PU #2. For
the range of BER constraints considered, the resultant
BER for PU #1 (filled markers) remains consistent with
its design constraint ofPB = 10−2. The resultant BER
for PU #2 (unfilled markers) closely follows its desired
BER constraint at lowerPB values. However, as its BER
constraint increases above approximately3 × 10−2, the
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Fig. 7. Coexistent BER versus the maximum BER constraint for PU #2.
Results were generated using aPB = 10−2 maximum BER constraint
for both the SMSE and PU #1 systems.
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Fig. 8. Average SMSE throughput (bits/sec) versus the maximum BER
constraint for PU #2. Results were generated using aPB = 10−2

maximum BER constraint for both the SMSE and PU #1 systems.

observed BER for PU #2 falls below the constraint. This
is attributed to the SMSE expending all of its available
transmission power before reaching the interference limit
for PU #2. In all cases, the SMSE meets its own BER
constraint ofPB = 10−2.

Resultant SMSE throughput as a function of the BER
constraint for PU #2 is shown in Fig. 8. Here again,
the benefit of employing a temporally agile waveform
can be observed with thepredictive spectrally-temporally
designed waveform achieving the greatest throughput.

VIII. U PDATE LATENCY AND UPDATE INTERVAL

A. PU State Estimation Latency

In a practical communication design, the SMSE system
will not be able to react immediately to PU transmission
state changes. As a result, the PU transmission state that
the SMSE uses to adaptively design its waveform will
be outdated by some amount of timeτ > 0. If this
latency is not taken into account, SMSE performance
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Fig. 9. Coexistent BER versus state estimation latency forSpectrally-
Temporallyadapted SMSE signalwithout latency compensation (Filled
Markers) andwith latency compensation (Unfilled Markers). Corre-
sponding 802.11a PU BER is also shown. A maximum BER constraint
of PB = 10−2 was used for all systems.

will be sub-optimal for given channel conditions and
mutual coexistent interference limits will not be met.
This is demonstrated in Fig. 9 which shows PU and
SMSE channel BER for compensated and uncompensated
performance as a function of PU state estimate latency
(τ ), for the case of both PU BER constraints set to
Pb = 10−2.

When the SMSE waveform design process compensates
for PU state estimate latency, it incorporates a decreased
level of certainty about the expected amount of potential
mutual interference, as well as a decrease in temporal
agility incurred by its delayed response. The impact of
PU state estimate latency on SMSE waveform design
is illustrated in the time-frequency PSD responses in
Fig. 10 and Fig. 11. In Fig. 10, the SMSE system is
operated with no PU state estimate latency (τ = 0) and
reassigns its subcarrier power and modulation parameters
prior to transmitting each symbol. The resultant response
in Fig. 10b clearly exhibits three interference avoidance
mechanisms, including: 1) spectral regions occupied by
PU signals are only usedwhen they are not present,
2) most power is allocated to spectral regions that are
never occupied by PU signals (the region between the
two PU channels and the right-most/left-most spectral ex-
tremes), and 3) since the OFDM-based 802.11a signals do
not modulate their central subcarrier frequencies (denoted
by Fc1 and Fc2), the SMSE waveform allocates more
power in these regions as well.

The coexistent PSD responses in Fig. 11 are for the
case where the SMSE system experiences a PU state
estimate latency ofτ = 20 SMSE symbols. Relative to
τ = 0 results in Fig. 10, the decreased ability of the
SMSE system to quickly respond to PU state changes
is clearly seen. Additionally, the increased uncertainty
about thecurrent PU transmission state results in less
SMSE power being allocated to PU spectral regions even
when the PU is not transmitting. Regarding the three
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Fig. 12. Average SMSE throughput (bits/symbol) versus 802.11a
PU State Estimation Latency forReactive Spectrally-Temporallyand
Predictive Spectrally-Temporallyadapted SMSE signals.Spectral-Only
adapted SMSE results provided for comparison. Results based on a
maximum BER constraint ofPB = 10−2 for all systems.

interference avoidance mechanisms, the resultant SMSE
response in Fig. 11a now exhibits: 1) spectral regions
occupied by the PU signals only being usedwhen they
are not presentand there is a low probability of the PU
resuming transmission, 2) significantly more power being
allocated to spectral regions that are never occupied by PU
signals, and 3) more power remaining allocated in/near
the PU central subcarrier frequencies (Fc1 andFc2).

SMSE system throughput is shown in Fig. 12 as a
function of PU state estimate latency (τ ). In this case, the
SMSE system operates with a maximum average trans-
mission power constraint ofΛP = 400 mW and reconfig-
ures its subcarrier power and modulation parameters on
a symbol-by-symbol basis (K = 1 per Section VIII-B)
which enables a very high degree of temporal agility.
Thus, there is limited benefit to employing a temporally
predictive waveform design process. This is confirmed in
Fig. 12 by the near identical performance for the two
systems atτ = 0. As latency increases, each system
experiences an overall decrease in throughput in order
to maintain desired BER performance. The benefit of
employing a temporally predictive design becomes most
apparent at larger values ofτ . At τ ≈ 120 the current
PU state becomes completely independent of the SMSE’s
outdated state estimate and all benefits of temporal agility
diminish. Since the SMSE is no longer able to exploit
temporal aspects of the PU signal, it effectively creates a
spectrally-onlydesigned waveform.

B. Update Interval Effect on Coexistent BER

A practical SMSE design needs to consider the over-
head required to convey subcarrier power and modulation
parameters to the intended receiver. When the SMSE
system updates its waveform parameters on a symbol-
by-symbol basis (K = 1), a considerable amount of
overhead processing is required. This can be mitigated by
updating SMSE parameters less frequently over blocks of
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(b) Adapted SMSE Signal Response:τ = 0 Symbol Latency

Fig. 10. CoexistentSpectrally-Temporally AdaptedSMSE and OFDM-
based 802.11a PU signals. PU state estimatepredictivelyupdated on a
symbol-by-symbol basis withτ = 0 symbol latency. Time-Frequency
PSDs: (a) Two PU networks; (b) AdaptedSMSESignal.
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(b) Combined Coexistent Signal Response

Fig. 11. CoexistentSpectrally-Temporally AdaptedSMSE and OFDM-
based 802.11a PU signals. PU state estimatepredictivelyupdated on a
symbol-by-symbol basis withτ = 20 symbol latency. Time-Frequency
PSDs: (a) AdaptedSMSESignal; and (b)Combinedcoexistent PU and
SMSE signal response.

K symbols, for some integerK > 1. Relative toK = 1, a
penalty is incurred by increasingK given that the SMSE
system can only modify its response atK-symbol block
boundaries. As a result, the SMSE system commits to a
set of design parameters for a longer duration of time and
becomes less effective at exploiting temporal gaps in PU
transmissions. This increases the probability of SMSE-
PU collision and mutual coexistent interference. Results
in Fig. 13 demonstrate that the SMSE system is able
to satisfy required BER constraints for update intervals
of K > 1 at a maximum average transmission power
of ΛP = 400 mW. Results are shown for no PU state
estimate latency (τ = 0) at the start of theK-symbol
interval (filled markers) as well as with state latency
of τ = 20 SMSE symbols (unfilled markers). For both
latency cases, the BER performance of the SMSE and PU
systems is consistent with the desired BER ofPB = 10−2.
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Fig. 13. Coexistent BER versus Update IntervalK for Spectrally-
Temporallyadapted SMSE signal withτ = 0 symbol latency (Filled
Markers) andτ = 20 symbol latency (Unfilled Markers). Corresponding
802.11a PU BER is also shown. A maximum BER constraint ofPB =
10−2 was used for all systems.
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Fig. 14. Average SMSE throughput (bits/symbol) versus Update
IntervalK for Predictive Spectrally-TemporallyandReactive Spectrally-
Temporallyadapted SMSE signals withτ = 0 symbol latency.Spectral-
Only results provided for comparison. Results based on a maximum BER
constraint ofPB = 10−2 for all systems.

C. Update Interval Effect on SMSE Throughput

Results in Fig. 14 show SMSE system throughput
versus SMSE update intervalK with no PU state estimate
latency (τ = 0) at the start of theK-symbol interval. As
noted earlier, for smaller values ofK the SMSE system
maintains a high level of temporal agility and there is only
marginal benefit from employing a temporally predictive
waveform design. This is confirmed in Fig. 14 by the
near identical performance for the two systems atK = 1.
As the update interval increases, each system experiences
decreased throughput due to enforcement of the BER
constraint. The benefit of a temporally predictive design
is apparent due to the SMSE systems ability to predict
future PU transmission states. However, forK ≈ 100
and greater the SMSE system loses temporal agility and
is unable to localize its designed response between con-
secutive PU transmissions. In this situation there is again
no benefit in temporal design and throughput performance
approaches that of a spectrally-only designed waveform.

Results in Fig. 15 show SMSE throughput versus up-
date intervalK using a PU state latency ofτ = 20 SMSE
symbols and a maximum average transmission power of
ΛP = 400 mW. Relative to results in Fig. 14, there is
performance degradation in the temporally-spectrally de-
signed waveform at lowerK values. The SMSE through-
put performance also degrades much faster as the update
interval K is increased due to the initially degraded
temporal agility caused by the PU state estimate latency. If
the SMSE system is unable to update its subcarrier power
and modulation parameters at a shorter interval relative
to results in Fig. 14, there is no benefit to designing a
temporally responsive signal.

The SMSE system must therefore tradeoff conflicting
design implications of the loss of throughput performance
associated with: 1) the additional overhead incurred by
updating the subcarrier parameters at a high rate, and
2) the degraded temporal agility due to updating the
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Fig. 15. Average SMSE throughput (bits/symbol) versus Update
IntervalK for Predictive Spectrally-TemporallyandReactive Spectrally-
Temporally adapted SMSE signals withτ = 20 symbol latency.
Spectral-Only results provided for comparison. Results based on a
maximum BER constraint ofPB = 10−2 for all systems.

subcarrier parameters at a low rate.

IX. SUMMARY AND CONCLUSIONS

The Spectrally Modulated, Spectrally Encoded (SMSE)
design process remains promising for future CR-based
SDR applications. Consistent with earlier work, the prac-
tical utility of the SMSE framework is greatly enhanced
through soft decision (SD) selection and dynamic assign-
ment of SMSE design parameters. The results in this
paper contribute to an expanding body of knowledge that
is collectively embodied under “SD-SMSE.” Of six design
parameters in the SMSE framework, two were of interest
in this work which focused on soft decision selection
and dynamic assignment ofintra-symbolsubcarrier power
and modulation order. The ultimate goal is to introduce
well-designed SMSE signals into a dynamic environment
containing primary users (PU) while limiting mutual
coexistent interference to manageable levels.

An analytical development is provided to optimize
SMSE performance in a coexistent environment con-
taining arbitrary PU signals. The optimization exploits
statistical knowledge of PU spectral and/or temporal
behavior, with the SMSE waveform adapted on either a
Spectrally-Onlyor Spectrally-Temporallybasis. Proof-of-
concept demonstrations are presented for two coexistent
SMSE scenarios, with one including DSSS PU signals
and the other including OFDM-based 802.11a PU sig-
nals. Effective SMSE waveform designs emerged in both
cases, with SMSE throughput maximized and imposed
BER constraints maintained on coexisting PU signals.
SMSE designs are considered using bothReactiveand
PredictivePU state estimation and a sensitivity analysis
conducted to show coexistent performance changes with
variation in SMSE waveform update latency and update
interval. Collectively, thespectrally-temporallyadapted
SMSE waveforms provided significant performance im-
provement over thespectrally-onlyadapted waveforms,
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with maximum improvement achieved usingPredictive
PU state estimation.

APPENDIX

OBSERVED INTERFERENCEPOWER DERIVATION

This appendix provides the derivation of formula used
for estimating the effective interference power observed
by a receiver after passing through a receive filter. Results
here are used in support of developing (12) and (13) in
Section III-A and their demonstration in Section IV. The
sampled receive filter output for interfering signalr(t) is
given by

y =
1√
Ts

∫ ∞

−∞
h∗(t)r(t)dt

where 1/Ts is the desired signal symbol rate (used
to normalize the signal) andh(t) is the receive filter
response for the desired signal normalized to unit power(

1
Ts

∫∞
−∞ |h(t)|2dt = 1

)
. The received interfering signal

is assumed to be of the form:

r(t) =
N−1∑

k=0

M∑

m=−M

√
Prαkdmg(t−mTr − t0 − τk)

wherePr is interfering signal power,1/Tr is the interfer-
ing signal symbol rate,g(t) is its pulse shape normalized

to unit power
(

1
Tr

∫∞
−∞ |g(t)|2dt = 1

)
, t0 is an unknown

time offset which is assumed to be uniformly distributed
over [−Tr/2, Tr/2), dm are zero-mean, unit-variance
i.i.d. data modulated symbols,τk is the time delay of
the kth multipath component,αk are complex-valued
i.i.d. multipath coefficients normalized to unit power(∑N−1

n=0 E[|αn|2] = 1
)

, andM is an integer chosen large
enough such that the interfering signal spans the support
of the receive filter.

The resultant interference power is then given as

E
[|y|2] = E

[∣∣∣∣
1√
Ts

∫ ∞

−∞
h∗(t)r(t)dt

∣∣∣∣
2
]

= E

[∣∣∣∣
1√
Ts

∫ ∞

−∞
h∗(t)

N−1∑

k=0

M∑

m=−M

√
Prαkdm

× g(t−mTr − t0 − τk)dt

∣∣∣∣
2
]

= E

[∣∣∣∣
√

Pr

Ts

∫ ∞

−∞
H∗(f)

N−1∑

k=0

M∑

m=−M

αkdm

×G(f)e−j2πf(mTr+t0+τk)df

∣∣∣∣
2
]

= E

[
Pr

Ts

∫ ∞

−∞

∫ ∞

−∞
H∗(f)H(ξ)G(f)G∗(ξ)

×
N−1∑
{k,l}

=0

M∑
{m,n}

=−M

αkα∗l dmd∗n

× e−j2πf(mTr+t0+τk)ej2πξ(nTr+t0+τl)df dξ

]

=
Pr

Ts

∫ ∞

−∞

∫ ∞

−∞
H∗(f)H(ξ)G(f)G∗(ξ)

×
N−1∑
{k,l}

=0

E [αkα∗l ] e
−j2π(fτk−ξτl)

M∑
{m,n}

=−M

E [dmd∗n]

× 1
Tr

∫ Tr
2

−Tr
2

e−j2πf(mTr+t0)ej2πξ(nTr+t0)dt0dfdξ

=
Pr

TsTr

∫ ∞

−∞

∫ ∞

−∞
H∗(f)H(ξ)G(f)G∗(ξ)

×
N−1∑

k=0

E
[|αk|2

]
e−j2π(f−ξ)τk

×
M∑

m=−M

e−j2π(f−ξ)mTr

∫ Tr
2

−Tr
2

e−j2π(f−ξ)t0dt0dfdξ

=
Pr

TsTr

∫ ∞

−∞

∫ ∞

−∞
H∗(f)H(ξ)G(f)G∗(ξ)

×
N−1∑

k=0

E
[|αk|2

]
e−j2π(f−ξ)τk

× sin [π(f − ξ)(2M + 1)Tr]
sin [π(f − ξ)Tr]

sin [π(f − ξ)Tr]
π(f − ξ)

dfdξ

=
Pr

TsTr

∫ ∞

−∞

∫ ∞

−∞
H∗(f)H(ξ)G(f)G∗(ξ)

×
N−1∑

k=0

E
[|αk|2

]
e−j2π(f−ξ)τk

× sin [π(f − ξ)(2M + 1)Tr]
πf

dfdξ (28)

whereH(f) is the Fourier Transform ofh(t) and G(f)
is the Fourier Transform ofg(t).

Given that (28) holds for anyM large enough to span
the support of the receive filter, the limit of (28) may be
evaluated asM approaches infinity. This is done using
the following identity [31]:

lim
M→∞

sin [π(f − ξ)(2M + 1)Tr]
πf

≡ δ(f − ξ) . (29)

This is substituted into (28) as follows:

E
[|y|2] = lim

M→∞E
[|y|2]

=
Pr

TsTr

∫ ∞

−∞

∫ ∞

−∞
H∗(f)H(ξ)G(f)G∗(ξ)

×
N−1∑

k=0

E
[|αk|2

]
e−j2π(f−ξ)τkδ(f − ξ)dfdξ

=
Pr

TsTr

∫ ∞

−∞
|H(f)|2 |G(f)|2df

=
∫ ∞

−∞

|H(f)|2
Ts

R(f)df (30)

whereR(f) ≡ Pr|G(f)|2
Tr

is interfering signal PSD [27].
If a matched filter is employed, (30) further reduces to

E
[|y|2] =

1
Ph

∫ ∞

−∞
S(f)R(f)df (31)
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wherePh is the power of the desired signal, andS(f) ≡
Ph|H(f)|2

Ts
is the PSD of the desired signal.
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