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Abstract—In wireless multihop networks, multihop packet
transmissions over error-prone wireless links cause signif-
icant performance degradation. In this paper, we study a
multicast system in wireless multihop networks with For-
ward Error Correction (FEC) for packet erasures. Although
FEC is a powerful tool to recover packet erasures, it has an
inherent problem that burdens the network with overhead
due to redundant packets. In order to solve the problem, we
propose a new multicast system withReed Solomon/network
joint coding. In the proposed system, information packets
from a source node are encoded byReed Solomon era-
sure (RSE) coding and transmitted into the network. At
intermediate nodes on multicast paths, packets arriving
from different links are encoded by linear network coding
(LNC). The joint coding provides highly robust and efficient
multicast communication because RSE coding provides a
recovery mechanism from packet erasures and LNC reduces
the number of relayed packets in the network. From the
fact that both RSE coding and LNC are linear coding, we
propose a new decoder for the joint coding. In the proposed
decoder, a decoding matrix is constructed by combining
the parity matrix of RSE coding and a coding matrix of
LNC. Destination nodes retrieve information packets by
solving a system of simultaneous equations constructed by
the decoding matrix. Simulation experiments show that the
joint coding provides highly robust and efficient multicast
communications.

Index Terms—linear network coding, erasure correction
code, Reed Solomon code, joint coding, multicast, wireless
multihop networks

I. I NTRODUCTION

Recently, there have been a lot of research efforts in
wireless multihop networks including mobile ad hoc net-
works (MANETs), wireless sensor networks (WSNs), and
wireless mesh networks. In wireless multihop networks,
error control techniques such as automatic repeat request
(ARQ) and forward error correction (FEC) are very
important because multihop packet transmissions over
error-prone wireless links cause significant performance
degradation.

In this paper, we study FEC in order to improve the
performance degradation. In general, FEC has two roles,
error correction and erasure correction. Packet errors
mean receiving packets with incorrect data, and they are
handled at physical and data link layers. On the other
hand, packet erasures mean missing packets, and they are
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handled at network, transport, and application layers. In
this paper, we focus on erasure correction implemented
in application layer and apply FEC to a multicast system
in wireless multihop networks.

FEC provides significant performance improvements
of multicast in both realtime streaming services and
reliable file transfer services. In the streaming services, it
enhances the quality of streaming media without delay. In
the reliable file transfer services, it resolves the feedback
implosion problem due to feedback information for re-
transmission of packets, i.e., acknowledgements (ACKs)
or negative acknowledgements (NAKs). However, FEC
has an inherent problem that burdens the network with
overhead due to redundant packets (i.e., parity packets).

In this paper, we propose a new multicast system with
Reed Solomon erasure (RSE)/ network joint coding. In
the proposed system, source nodes encode information
packets with RSE coding [15], [17] and transmit them into
the network. At intermediate nodes on multicast paths,
packets arriving from different links are encoded bylinear
network coding (LNC)[1], [11]. Because RSE coding
provides a recovery mechanism from packet erasures
and LNC reduces the number of relayed packets in the
network [14], [16], the proposed system is expected to
provide highly robust and efficient multicast communica-
tions.

RSE coding is based on Reed Solomon burst error cor-
rection coding and it is a kind of linear coding. Although
the joint coding can be constructed by an arbitrary linear
erasure correction coding, we use RSE coding because it
is one of typical erasure correction coding and has been
utilized in many network applications.

On the other hand, when LNC is used, we must
consider two important technical issues: assigning valid
coding vectors to intermediate nodes and establishing
disjoint paths from source nodes to destination nodes.
If invalid coding vectors are assigned, destination nodes
cannot decode received packets successfully. In static
network environments, where network topology does not
change, valid coding vectors can be assigned to all inter-
mediate nodes. For example, in [24], valid coding vectors
are assigned to all intermediate nodes by exchanging
coding information among neighboring nodes. In dynamic
network environments, where network topology changes
dynamically, decentralized coding vector assignment of
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coding vectors such as Randomized Network Coding [8]
is required. Although the decentralized assignment causes
failure of decoding, the probability of decoding failure
can be made to be negligibly small by constructing
coding vectors on finite field of sufficiently large order.
In this paper, we assume a static network environment.
For the latter issue, although several research efforts for
decentralized or optimal routing algorithms have been
studied [12], [21], we use a simple routing algorithm
based on a vertex disjoint multiple paths algorithm [2].

In the proposed system, information packets are en-
coded successively with RSE coding and LNC, which
are defined on the same finite field, and delivered to
destination nodes. We propose a new decoder for these
packets. Generally, in linear block codes such as RSE
coding, coded packets lie in the linear sub-space generated
by the parity matrix. Therefore, at a destination node,
a decoding matrixcan be constructed by combining the
parity matrix and a coding matrix for LNC, because RSE
coding and LNC are defined on the same finite field. The
destination node retrieves information packets by solving
a system of simultaneous equations constructed by the
decoding matrix. The proposed decoder simplifies the
decoding algorithm, because decoding algorithms for RSE
coding and LNC are combined into a single decoding
algorithm.

Although the joint coding is equivalent to network
erasure correction coding [9], [19], these two coding
mechanisms are completely different from the viewpoint
of protocol layering. While the network erasure correction
coding is implemented in a network layer, the proposed
system has two coding mechanisms in two different
layers, i.e., RSE coding in application layer and LNC in
network layer. Therefore, in order to design the network
erasure correction coding, network layer requires cross
layer information such as QoS (Quality of Services)
information of application layer. On the other hand,
in order to design the proposed system, network layer
requires cross layer coding information such as coding
parameters of RSE coding (code length, order of finite
field, etc.). When FEC mechanisms are not implemented
in the application layer of multicast systems, the network
erasure correction coding would be appropriate. If a FEC
mechanism has been already implemented in application
layer of multicast systems, however, the approach of the
proposed system should be natural because the design of
application layer need not be modified.

The rest of this paper is organized as follows. In
section II, we briefly review related works. In section III,
we explain the system model and describe an overview
of the proposed multicast system. In section IV, we
explain RSE coding and LNC, and propose a decoder with
decoding matrices. In section V, we explain the routing
algorithm used in this paper. In section VI, we evaluate
the proposed system with simulation experiments. Finally,
concluding remarks are provided in section VII.

II. RELATED WORKS

We refer to coding mechanisms based network coding
for packet errors as network error correction coding, and
to those for packet erasures as network erasure correction
coding. In this section, we explain them briefly.

Network error correction coding mechanisms are stud-
ied in [6], [7], [10], [20], [23]. Packet errors occur due
to bit errors in noisy wireless channels and Byzantine
adversaries that malicious nodes forward corrupted pack-
ets to destinations. In network error correction coding
mechanisms, the source generates a set ofh packets
and transmits them onh edge-disjoint paths. Destination
nodes can correct packet errors as follows. Letx and
y denote a set of packets transmitted from a source
node and a set of packets received at a destination node,
respectively. When LNC is used,y can be represented
by y = xA + eF , where e denotes errors, andA
and F are matrices depending on LNC.x are retrieved
by estimatingx∗ with the minimum Hamming distance
from y, that is,x∗ = arg minx d(y,xA), whered(a, b)
represents the Hamming distance betweena andb [6]. In
a network error correction coding mechanism proposed
in [23], before transmitting packets, source nodes encode
them with a product code, which is composed of different
two error correction codes. Intermediate nodes encode
received packets with LNC and forward them. Destination
nodes decode the received packets with an iterative decod-
ing algorithm based on the Turbo decoding. Our proposed
system uses a similar approach to this mechanism because
in the proposed system, source nodes encode packets with
RSE coding before transmitting them.

Network erasure correction coding mechanisms are
studied in [9], [19]. Packet erasures occur due to buffer
overflow at congested links, contention of frames in
MAC layer, and link failure caused by node mobility.
In [9], the general framework for LNC and a recovery
mechanism from link failures are described as follows.
Let x = (x1 x2 · · · xK) denote information packets
generated from a source node. At the source node,x is
transformed linearly toy = xB with a K × N matrix
B. Packetsy are transmitted to the network and encoded
by LNC at intermediate nodes. Packetsz received at
a destination node can be represented byz = yA,
where A denotes a transfer matrix.x is retrieved by
solving a system of simultaneous equationsy = xBA.
If some packets are lost on their paths,A is rewritten
according to the location of the packet erasure. IfA has
rank of K against anyN − K packet erasures,x can
be always retrieved successfully. While in [9] and this
paper, multicast communications are targeted, a recovery
mechanism from link failures for unicast communications
is studied in [19].

As will be explained in the next section, the joint
coding in the proposed system corresponds to network
erasure correction coding thatB is set to be a generator
matrix of RSE coding. Therefore, it belongs to a class of
network erasure correction coding. However, as described
in section I, the proposed system is based on the idea
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Fig. 1. Multicast system with RSE coding and LNC.

of cross layer coding information, where erasure coding
information in application layer and network coding infor-
mation in network layer are combined. To the best of our
knowledge, such a multicast system with network erasure
correction coding has not been proposed so far. In [9],
[19], the frameworks for network erasure correction are
shown. However, erasure correction capability of network
erasure correction coding is not evaluated in practical
network environments and its advantages over general
erasure coding without network coding are not discussed.
We consider that network erasure correction coding has
an important advantage of providing the erasure correc-
tion capability with reduced network resource usage in
multicast networks. In order to evaluate this advantage,
we introducenetwork code ratein section VI.

III. SYSTEM MODEL

In this paper, nodes are classified into three types,
source nodes, intermediate nodes, and destination nodes.
We study a single-source multicast communication in
wireless multihop networks, where all nodes are fixed and
one source node transmits data to multiple destination
nodes. Each node has an omni-directional antenna and
communicates with nodes within communication range
R. We consider only packet erasures and assume that no
packet error happens in the network.

Fig. 1 shows the proposed system. We defineinforma-
tion packetsas original packets that the source node tries
to deliver to its destination nodes,RSE packetsas RSE
encoded information packets at the source node, andNC
packetsas network encoded RSE packets at intermediate
nodes.

According to requirements for erasure correction ca-
pability, the source node first selects coding parameter
(N,K), which means that(N − K) redundant packets
for erasure correction are added to everyK information
packets. The proposed system can retrieve all information
packets even when (N − K) or less packets are lost. At
the source node, all information packets are separated
into sets of K information packets. Next, disjointN
paths from the source node to each destination node are
established. In section V, we will explain a vertex disjoint
multiple paths algorithm for network coding used in this
paper. The routing algorithm is based on a link-state
routing algorithm and each node broadcasts its link state

information with a flooding algorithm such as a multipoint
relay scheme [4].

Let x = (x1 x2 · · · xK) denote a set of information
packets. The source node encodesx into RSE packets
y = (y1 y2 · · · yN ) (N ≥ K) with RSE encoder.
RSE packets are transmitted on the established paths and
intermediate nodes with several input links on the paths
encode the RSE packets into NC packets by combining
received packets linearly. Destination nodes receives NC
packets z = (z1 z2 · · · zN ) and decode them into
information packets with decoding matrices. Note that in
this paper, if some packets are lost on input links to an
intermediate node, the intermediate node does not forward
the coded packet and discards the other received packets,
even though an NC packet composed of those can be
utilized in retrieving original packets. Therefore, packet
loss probability shown in section VI corresponds to the
worst-case performance of the proposed system.

As will be explained in section IV, all destination
nodes must have information of the parity matrix for RSE
coding and a coding matrix for LNC. Note that the parity
matrix is determined uniquely if(N,K) and orderm of
finite field GF(2m) are given. Therefore, we assume that
all destination nodes have the parity matrix information
before the source node transmits packets.

IV. CODING MECHANISMS

A. Reed Solomon Erasure Coding [13]

Suppose that the payload lengths of information packets
are fixed to a multiple of integerm (m ≥ 1). In this
case, without loss of generality, an information packet
can be represented as an element of finite fieldGF(2m)
by separating the payload into symbols with length of
m bits [3]. Therefore, for simplicity in description, we
assume that all packets have payload with length ofm
bits in the rest of this section. In what follows, addition
and multiplication in all coding operations are defined on
GF(2m).

When RSE coding is used, information packetsx =
(x1 x2 · · · xK) are encoded intoy = (y1 y2 · · · yN )
(K ≤ N ) by a K × N generator matrixG for RSE
coding:

y = xG. (1)

We use shortened RSE coding based on systematic cod-
ing, whereK ≤ N < 2m − 1.

RSE packetsy satisfy

yHT = 0, (2)

where T stands for the transpose operator andH denotes
the parity matrix,

H =




αN−1 αN−2 · · · α 1
`

α2
´N−1 `

α2
´N−2 · · · α2 1

...
...

...
...

`

αN−K−1
´N−1 `

αN−K−1
´N−2 · · · αN−K−11

`

αN−K
´N−1 `

αN−K
´N−2 · · · αN−K 1


,

(3)
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whereαi−1 (i = 1, 2, . . . , 2m−1) denotes thei-th element
of GF(2m). Generally, in RSE coding, destination nodes
retrieve all information packets even whenN −K or less
RSE packets are lost.

B. Linear Network Coding [9], [11], [22]

When LNC is used, every source-destination pair has
disjoint N paths andN RSE packets are transmitted from
the source node on the paths. In the network, different
source-destination pairs share output link of some inter-
mediate nodes. These intermediate nodes encode received
packets from different input links into a single packet.
Let p(r) =

³
p
(r)
1 p

(r)
2 · · · p

(r)
L

´
(L ≤ N ) denote a set

of packets received at intermediate noder. A coding
vector c̃(r) =

³
c̃
(r)
1 c̃

(r)
2 · · · c̃

(r)
L

´
is assigned, where

componentsc̃
(r)
i (i = 1, 2, . . . , N ) are chosen from

GF(2m), andp(r) is encoded into a single output packet
p
(r)
out,

p
(r)
out =

L∑
i=1

c̃
(r)
i p

(r)
i .

Because input packets themselves can be encoded ones,
the output packetp(r)

out can be represented in terms of RSE
packetsy = (y1 y2 . . . yN ):

p
(r)
out =

N∑
i=1

c
(r)
i yi, c

(r)
i ∈ GF(2m).

Let z = (z1 z2 · · · zN ) denote a set of NC packets
received at a destination andci = (ci,1 ci,2 · · · ci,N )
(ci,j ∈ GF(2m)) denote the coding vector associated with
zi (i = 1, 2, . . . , N ). z can be represented with coding
matrix C:

z = yCT, (4)

where

C =




c1

c2

...
cN


 =




c1,1 c1,2 · · · c1,N

c2,1 c2,2 · · · c2,N

...
...

. . .
...

cN,1 cN,2 · · · cN,N


 .

C. Reed Solomon/Network Joint Coding

As explained in the preceding two sections, both RSE
coding and LNC are linear coding. Therefore, if their
encoders are defined on the same finite field, a joint
decoder for RSE coding and LNC can be constructed.
From (1) and (4), NC packetsz = (z1 z2 · · · zN ) are
written to be

z = xGCT. (5)

On the other hand, from (1) and (2), the following
equation is obtained:

xGHT = 0. (6)

Note that (5) and (6) representN andN −K equations
in terms of x, respectively. Thus each destination node
has2N −K equations to retrieveK information packets

x if it receives N NC packets. BecauseGHT in (6)
is determined uniquely, destination nodes haveN − K
equations before receiving NC packets. Therefore, a desti-
nation node can retrievex if it receives anyK NC packets
out of N ones. This indicates that the joint coding has the
same erasure correction capability as RSE coding.

The decoder for the joint coding is based on the above
idea. Letzli (i = 1, 2, . . . ,K) denote thei-th NC packet
received at a destination node, whereli ∈ {1, 2, . . . , N}.
The destination node constructs a system of linear simul-
taneous equations:

yAT = (0, . . . , 0︸ ︷︷ ︸
N−K

, zl1 , . . . , zlK ), (7)

whereA denotes anN×N decoding matrixwhose (i, j)-
th (i, j = 1, 2, . . . , N ) elementai,j is given by forj =
1, 2, . . . , N ,

ai,j =
½

αi(N−1−j), i = 1, 2, . . . , N − K,
cli,j , i = N − K + 1, N − K + 2, . . . , N.

Note that the firstN−K rows inA are given by the parity
matrix in (3), and the restK rows are given by coding
vectors cli (i = 1, 2, . . . ,K) associated withzli . The
destination node retrievesy by solving (7). WhenGauss-
Jordan eliminationalgorithm is used,O(N3) operations
for multiplications and additions are required to solve the
system of linear simultaneous equations [18]. Because in-
formation packetsx are encoded with systematic coding,
they are retrieved as the firstK packets ofy.

We summarize the characteristics of the joint coding as
follows.

• It can retrieve all information packets even when
(N − K) or less packets are lost.

• Each destination node is notified ofN , K, m, and
a primitive polynomial to constructGF(2m) when it
attends a multicast session. Because these parameters
determine the parity matrix uniquely, all destination
nodes have the same parity matrix information before
receiving packets. Therefore, as soon as each desti-
nation node receivesK NC packets, it can decode
them.

• In terms of bandwidth consumption, it is more ef-
ficient than RSE coding without network coding,
because LNC can reduce the number of relayed
packets.

V. ROUTING ALGORITHM

The routing algorithm used in this paper establishes
vertex disjoint multiple paths from the source node to
every destination node. As a result, each intermediate
node may receive packets destined for different destina-
tion nodes. When network coding is used, those packets
are encoded into a single NC packets and it is transmitted
on output links shared by different source-destination
pairs. Therefore, as the number of shared links increases,
network coding reduces the number of relayed packets
in the network. The following routing algorithm aims at
increasing the number of shared links.
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Let G = (V, E) denote a directed graph, whereV =
{vi; i = 0, 1, . . . |V| − 1} represents the set of all nodes
and E = {(u, v); u, v ∈ V} does the set of links. Let
VR ⊂ V denote a set of destination nodes. Without loss
of generality,v0 represents the source node. We define
W as a|V| × |V| matrix given by

W = {wi,j} , 0 ≤ i, j ≤ |V| − 1,

wi,j =
½

1, if (vi, vj) ∈ E ,
∞, otherwise.

We set weightε (0 < ε ≤ 1) for updating cost on disjoint
paths. LetT (ri)

j (i = 1, 2, . . . , |VR| , j = 1, 2, . . . , N )
denote a set of links consisting of thej-th disjoint paths
from the source nodev0 to a destination noderi

Algorithm 1 shows our routing algorithm to es-
tablish vertex disjoint N paths from the source
node to each destination node. In the algorithm,
DisjointPath (W , N, v0, ri) denotes a procedure given
in [2], which is described in appendix A.

Algorithm 1 : Vertex disjoint multiple paths algorithm
for network coding.

Input : W , N , v0, VR =
{
r1, r2, . . . , r|VR|

}
, ε

Output : T (ri)
j (i = 1, 2, . . . , |VR| , j = 1, 2, . . . , N)

begin
step 1: i ← 1
step 2: PerformDisjointPath (W , N, v0, ri) and

establish vertex disjointN paths fromv0

to ri.
step 3: Set the established vertex disjoint paths to be

T (ri)
j (j = 1, 2, . . . , N ).

step 4: For all(vα, vβ) ∈ T (ri)
j (0 ≤ α, β ≤ |V| − 1),

setwα,β = wβ,α = ε, .
step 5: i ← i + 1. If i ≤ |VR|, go to step 2.

end

In step 4,W is updated by settingwα,β = ε. This
means that links on already established pathsT (rl)

j (l =
1, 2, . . . , i − 1, j = 1, 2, . . . , N) are likely to be used by
disjoint paths fromv0 to ri. By doing so, we expect the
increase of the number of intermediate nodes that perform
network coding.

VI. PERFORMANCEEVALUATION

A. Simulation Experiments

In this section, we evaluate the proposed system with
simulation experiments. We use our original simulator in
C++ language. Fig. 2 shows the network topology for the
simulation experiments. We use a static wireless multihop
network, where there are 49 nodes placed on vertices
of 7 × 7 rectangular grid. The source node is placed at
(0, 0) and destination nodes are chosen randomly. All
nodes within communication rangeR = 40 [m] can
communicate with each other directly. Packets are lost
randomly on links of their paths. Letplink denote the
packet loss probability on each link. In this paper, we

Source Node

X-Axis [m]0
0

100

100

Y
-A

x
is

 [
m

]

Fig. 2. Network topology for simulation experiments.

set plink = 0.01. Note that the orderm of finite field
GF(2m) affects the maximum number of users which can
be accommodated in the network [5]. In this paper, we
assume thatm is large enough to support the numberNdst

of destination nodes.
We compare the performance of the proposed system

with that of RSE coding without LNC, which we refer
to as RSE source coding. In RSE source coding, RSE
packets are transmitted on a shortest-path multicast tree.

1) Network Resource Usage:We first evaluate the
performance of the routing algorithm. We define the net-
work resource usageNpkt(N,Ndst, ε) as the number of
packets transmitted by the source node and intermediate
nodes everyK information packets.Npkt(N,Ndst, ε) is
a function ofN , the numberNdst of destination nodes,
and ε. We also define the normalized network resource
usageγ as

γ =
Npkt(N,Ndst, ε)
Npkt(1, Ndst, 1)

,

where Npkt(N,Ndst, ε) represent the average of
Npkt(N,Ndst, ε). Note thatNpkt(1, Ndst, 1) corresponds
to the network resource usage of RSE source coding,
because it uses the shortest-path multicast tree.

Fig. 3 showsγ vs. ε for Ndst = 10, where γ is
calculated by generating1000 sets of 10 destination
nodes which are chosen randomly from all nodes except
the source node. From the figure, we observe thatγ is
smaller than 1 because LNC aggregates several input links
on established paths into a single output link. We also
observe that the effect of LNC is significant asε decreases
and the network resource usage is reduced more than 20%
when ε ≤ 0.8. The reason is as follows. Whenε = 1,
the routing algorithm establishes optimal vertex disjoint
paths for each destination node in terms of the number of
hops. On the other hand, whenε < 1, although established
paths are not necessarily optimal, the number of links used
by all destination nodes is reduced because some links
are shared among paths for different destination nodes.
Although γ is an increasing function ofε for ε > 0.4,
γ for ε = 0.2 is slightly larger thanγ for ε = 0.4,
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which means that the network resource usage is a convex
function of ε. The reason is that the number of hops
increases asε decreases. In what follows, we useε = 0.4.

Fig. 4 showsγ vs. Ndst. We observe thatγ decreases
as Ndst increases because of the effect of LNC. Note
that we observeγ > 1 for Ndst = 1, which means that
the proposed coding mechanism consumes larger network
resource usage than the shortest-path based routing algo-
rithm. When Ndst = 1, there is no effect of network
coding and the routing algorithm increases the network
resource usage because it uses disjoint multiple paths
instead of the shortest path. WhenNdst ≥ 2, however, we
observeγ < 1 because of the effect of network coding.
We also observe thatγ is more reduced for largerNdst

because the number of links shared among paths increases
with Ndst.
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Fig. 5. Network code rateη vs. N for Ndst = 10.

2) Packet Loss Probability:We evaluate packet loss
probability of the proposed system by comparing with
that of RSE source coding. We generate 50 sets ofNdst

destination nodes, which are located randomly on the
rectangular grid topology in Fig. 2. For each set,106 sets
of N RSE source packets are transmitted from the source
node and we calculate the packet loss probabilityPloss

defined as

Ploss = 1 − 1
Ndst

Ndst∑
i=1

N
(i)
rx

Ntx
,

where Ntx and N
(i)
rx denote the number of information

packet generated at the source node and the number of
retrieved information packets ati-th destination node (i =
1, 2, . . . , Ndst), respectively.

In order to evaluate the erasure correction capability
and the reduction of the network resource usage in the
proposed system comprehensively, we define network
code rateη as

η =
K

γN
.

Smaller network code rate means that more packets are
transmitted into the network. When RSE source coding
is used,η = K/N becauseγ = 1. Fig. 5 shows network
code rateη vs.N for differentK. In the following figures,
“NC” and “RSE” stand for the proposed system and RSE
source coding, respectively. We observe that the proposed
coding mechanism gives higher network code rate than
RSE source coding.

Fig. 6 showsPloss of the proposed system and RSE
coding vs. the numberNdst of destination nodes. We
observe thatPloss does not depend onNdst. We also
observe thatPloss of the proposed system is slightly
higher than that of RSE source coding. The reason is
that intermediate nodes discard packets when they do not
receive packets from some input links as explained in
section III. However, considering the network resource
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Fig. 7. Packet loss probabilityPloss vs. network code rateη for the
proposed coding mechanism and RSE source coding forNdst = 10.

usage, the proposed system provides a higher erasure
correction capability, as shown in Fig. 7, wherePloss vs.
network code rateη are plotted. WhenN = 5, Ploss of
the proposed system is lower than that of RSE source
coding by a factor of 10.

VII. C ONCLUDING REMARKS

In this paper, we proposed a new multicast system
with network coding. In the proposed system, information
packets are encoded with RSE coding at source nodes and
RSE encoded packets are encoded with LNC at interme-
diate nodes. The proposed system is highly robust and
efficient because RSE coding enhances robustness against
packet erasures and LNC reduces network resource usage.

We have evaluated the network resource usage and
packet loss probability in order to clarify the erasure cor-

rection capability of the proposed system. The proposed
system provides higher packet erasure correction capa-
bility than RSE coding without LNC. As future research
topics, we will evaluate application specific characteristics
of the proposed system such as delay performance in
streaming services and the feedback implosion problem
in reliable file transfer services. Although the routing
algorithm used in this paper is an extension of a link-
state routing algorithm for vertex disjoint paths [2], we
will also study routing algorithms appropriate to the joint
coding.

In this paper, we have applied the joint coding to the
static network environment that valid coding vectors are
assigned to all intermediate nodes. The joint coding, how-
ever, is also appropriate to dynamic network environments
with Randomized Network Coding (RNC) [8], where
coding vectors are assigned randomly to the intermediate
nodes and failure of decoding may occur due to invalid
coding vectors. When RNC is used in the joint coding,
destination nodes retrieve information packets from sev-
eral decoding matrices. SupposeNloss NC packets are
lost and a destination node receives onlyN − Nloss NC
packets, where we assume0 ≤ Nloss ≤ N − K. The
numberκ(N,K,Nloss) of decoding matrices that we can
construct is given by

κ(N,K,Nloss) =
µ

N − Nloss

K

¶
.

Information packets can be retrieved if one of those
decoding matrices is nonsingular.

APPENDIX A
VERTEX DISJOINT MULTIPLE PATHS ALGORITHM [2]

DisjointPath(W , N, s, r) in algorithm 1 is a proce-
dure to establish vertex disjointN paths from source
nodes to destination noder. In general, vertex disjoint
N paths (N ≥ 2) are obtained from a knowledge of
vertex disjoint N − 1 paths and disjointN (N > 1)
paths are obtained recursively fromN = 1. Assume that
vertex disjointN − 1 paths are established. Associated
with G = (V, E), consider themodified graphG̃ = (Ṽ, Ẽ)
with 2 |V| nodes, wherẽV = {ṽi; i = 0, 1, . . . , 2 |V|−1},
Ẽ = {(ũ, ṽ); ũ, ṽ ∈ Ṽ}. Mapping E → Ẽ is bijective;
(ṽ2k, ṽ2l) ∈ Ẽ if and only if (vk, vl) ∈ E . Let denote
W̃ = {w̃i,j} (0 ≤ i, j ≤ 2 |V| − 1) to be a2 |V| × 2 |V|
matrix, where

w̃2k,2l = wk,l,

w̃2k+1,2l+1 = w̃2k,2l+1 = w̃2k+1,2l = ∞,

(k, l = 0, 1, . . . , |V| − 1.)

The procedure to establish vertex disjointN paths from
s to r from a knowledge of vertex disjointN − 1 paths
is as follows.
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1) For all (vk, vl) ∈ T (r)
n (n = 1, 2, . . . , N − 1), set

w̃2l,2k = ∞
w̃2k,2l = ∞,

w̃2k+1,2k = 0,

w̃2l,2k+1 = −wk,l,

w̃2k+1,2l = ∞.

2) Define H̃ = {ṽ2i ∈ Ṽ; ∃ṽ2j ∈ Ṽ, (vi, vj) ∈
T (r)

n (n = 1, 2, . . . , N − 1)}. For v2k ∈ H̃ and
v2l ∈ Ṽ \ H̃, set

w̃2k,2l = ∞,

w̃2k+1,2l = wk,l,

w̃2l,2k = wk,l.

3) Run modifiedDijkstra(W̃ , s, r) (see Appendix B)
and obtain one path froms to r. Let Ã ⊆ Ẽ denote
the set of links on the path.

4) Let Z ∈ E denote the set of links contained in the
established vertex disjointN paths.

a) SetZ = {φ}.
b) Add links of the already established vertex dis-

joint (N−1) paths toZ; for all (vk, vl) ∈ T (r)
n

(n = 1, 2, . . . , N −1), setZ = Z∪{(vk, vl)}.
c) Set Z = Z ∪ {(vi, vj) ∈ E \⋃N−1

n=1 T (r)
n ; (ṽ2i, ṽ2j) ∈ Ã, }.

d) Define H̃′
= {ṽ2i+1 ∈ Ṽ; ∃ṽ2j ∈

Ṽ, (vi, vj) ∈ T (r)
n (n = 1, 2, . . . , N − 1)}.

SetZ = Z ∪ B ∪ C, whereB = {(vk, vl) ∈
E ; (ṽ2k, ṽ2l) ∈ Ã, ṽ2k ∈ Ṽ \ {H̃ ∪ H̃′}, ṽ2l ∈
H̃} and C = {(vk, vl) ∈ E ; (ṽ2k+1, ṽ2l) ∈
Ã, ṽ2k+1 ∈ H̃′

, ṽ2l ∈ Ṽ \ {H̃ ∪ H̃′}}.
e) If links on the path obtained in step 3 are

interlaced with the already established disjoint
(N − 1) paths, remove the interlacing links;
set Z = Z \ D, where D = {(vk, vl) ∈
T (r)

n (n = 1, 2, . . . , N − 1); (ṽ2l, ṽ2k+1) ∈
Ã, ṽ2l ∈ H̃, ṽ2k+1 ∈ H̃′}.

Links in Z compose vertex disjointN paths.

APPENDIX B
MODIFIED DIJKSTRA ALGORITHM [2]

The modified Dijkstra algorithm is a slight variant of
the Dijkstra algorithm to calculate a path in a graph
composed of some links with negative cost. For graphs
without negative link cost, it reduces to the standard
Dijkstra algorithm.

We define variables and functions used in the modified
algorithm as follows.

• dist(v): the cost of path from source nodes to node
v.

• pred(v): the predecessor of nodev on the shortest
path.

• Γv: the set of neighboring nodes of nodev.
• w̃u,v: the cost of link(u, v) from nodeu to nodev.
• V: the set of all nodes.

Algorithm 2 shows the modified Dijkstra algorithm.
The shortest path from source nodes to destination noder
can be traced back frompred(r). Note that if the modified
graph has a negative cycle, where the sum of cost on the
cycle is negative, the modified Dijkstra algorithm does
not convergence. However, it was proved that there is no
negative cycles in the modified graph, because links set
to be negative in theN -th iteration lie over the shortest
path of the modified graph in the(N −1)-st iteration (see
chapter 3 in [2]).

Algorithm 2 : The modified Dijkstra algorithm
modifiedDijkstra(W̃ , s, r). The shortest path can be
traced back frompred(r).

Input : W̃ = {w̃i,j} (0 ≤ i, j ≤ 2 |V| − 1),
source nodes, destination noder.

Output : the shortest path froms to d.
begin

step 1: dist(s) = 0,
dist(i) = w̃s,i if i ∈ Γs,
dist(i) = ∞ otherwise.
Q = V \ {s}
pred(i) = s, for ∀i ∈ Q

step 2: Q = {φ} the algorithm is failed. END.
Find j ∈ Q such that
dist(j) = mini∈Q {dist(i)}
If dist(j) = ∞, the algorithm is failed. END,
SetQ = Q \ {j}.
If j = r, the shortest path is found. END.
Go to step 3.

step 3: ∀i ∈ Γj , if dist(j) + w̃j,i < dist(i), set
dist(i) = dist(j) + w̃j,i, pred(i) = j, and
Q = Q∪ {i}.
Go to step 2.

end
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