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Abstract— One fundamental task of wireless sensor networks
(WSNs) is to collect useful information from the sensory
field or response users query. In such scenario, the gigantic
amount of individual sensor readings will converge to the
base station (BS) of the network. Thus, the “funnelling ef-
fect” which describes the convergence of data traffic towards
data sinks remains a major threat to the network lifetime.
In particular, those sensors near data sinks need to relay
data for nodes that farther away and burn energy faster
with the result that the network may become disconnected
or dysfunctional.

In this paper, we investigate a heterogeneous sensor
network by introducing a few mobile elements1, referred
as aggregators into static sensor network and utilize the
mobility to alleviate the ”funnelling effect”. In particular,
these aggregators deploy themselves and worked as cluster
heads. In such mobility-assisted hierarchy, we study the
aggregator deployment problem for energy conservation and
consider the integration of mobility and routing algorithms
for lifetime elongation. Based on the extensive simulation,
we show that such mobility-based hierarchy can significantly
mitigate the ”funnelling effect” and then prolong network
lifetime.

Index Terms— wireless sensor network, data collection, mo-
bility, deployment

I. INTRODUCTION

A typical application mode of wireless sensor networks,
referred as continual data gathering [1] is that the nodes
within sensory field collect information periodically and
then transmit it to the BS, which is characterized by many-
to-one traffic pattern, i.e., all traffic in the network will
converge to the BS. In a homogeneous network, where
sensors are organized into a tree topology (Figure 1(a)),
sensors far away from BS often send packets in a multi-
hop fashion for energy consideration. Obviously, those
sensors near the BS need to forward more packets and
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1As above, the words mobile aggregator, mobile element, mobile base

stations, mobile sink are used interchangeably. They all mean mobile
nodes with abundant resource.

become heavy-loaded. If the BS is located at the center
of sensor field, the “funneling effect” of energy dissipation
appears. As a result, such an uneven use of energy
may cause some nodes within ”hot spot” to fail, thus
create holes in the network or worse, leave the network
disconnected(Figure 1(a)).

Many algorithms and protocols have been proposed
to the problem in terms of routing strategies [2], data
aggregation and network self-configuration [3]–[6]. An
effective way is to organize the network into hierarchical
or multi-layers architecture [3], [5]. In such kinds of
approach, a few sensors are elected as cluster-heads to
collect data from their neighboring nodes and relay them
to the BS (Figure 1(b)). To conserve energy, cluster-heads
will aggregate the received data before forwarding them.
Also, those cluster-heads will be selected periodically to
avoid over-loading themselves. As a matter of fact, the
hot spots have been diffused across the network along
with cluster-heads shift.

However, the hierarchical architecture can be inefficient
with the drastically increasing of network scale. In very
large scale networks, the selected cluster-heads tend to
be overloaded and thus drained of their battery power
quickly. Though the re-clustering strategy may alleviate
the problem, it will increase the cost of cluster mainte-
nance. Multi-layers organization can be another alterna-
tive. However, the clustering process can be extremely
complicated with the growing in number of layers [7].

Intuitively, it is possible to balance the load of sensor
nodes if BSs or cluster-heads change their position from
time to time, which is analytically proved by [8] and our
prior work [9]. In this paper, we consider a heterogeneous
network which consists of a few mobile aggregators with
sufficient power supply and large number of resource-
constrained static sensors [10]. Based on the architecture,
we propose a mobility-assisted hierarchy where mobile
elements work as the cluster heads and collect sensed
data from sensors via multi-hop communication. In the
scenario, the “funneling effect” is taken place around the
mobile cluster-heads. To distribute energy consumption
evenly, mobile elements will move periodically [11]. In a
summary, the network lifetime is split into equal periods
of time know as rounds. Mobile elements relocate at the
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Figure 1. “Funneling effect” in wireless multi-hop communication. The residual energy level of sensors is indicated by different color depth. Dark
color means less available energy or vice versa.

begin of each round and then stay static in the rest round.
The following data gathering process is similar as the
stationary sink [3]. Such a “move and sojourn” strategy
can balance the energy consumption among sensors, but
two issues should be exploited [12]–[15]: (1) How do
we determine new locations for the mobile elements to
conserver energy? (2) What is the efficient communication
mode between mobile elements and sensors [16]?

Our contributions in this paper include: (1) We inves-
tigate data gathering schemes supported by mobility and
make a comparison in terms of network environment, mo-
bility strategies and routing algorithm. (2) From the per-
spective of comparison, we propose both centralized and
distributed aggregator deployment protocols for presented
hierarchy, which can be proved very energy-efficient. (3)
At last, the effective integration of mobility with different
routing strategies is studied to further prolong the network
lifetime, which is validated by extensive simulations.

The rest of this paper is organized as follows: In
Section II, related work on data collection via mobile
elements in WSNs is reviewed. In Section III, we give
the problem definition and review proposed scheme in
our prior work [9]. Section IV discusses an adaptive de-
ployment protocol and implementation details. Simulation
results are provided in Section V. Finally, Section VI
concludes the paper.

II. RELATED WORK
Previous work focused more on static sensor networks

and related energy conserving protocols [17]. In a dif-
ferent direction, mobility in sensor networks is firstly
described by Tilak et al [1] and extensively discussed
by Ekici et al [11]. These approaches exploiting mobility
for data collection can be classified as two classes with
respect to the properties of sink mobility as well as
communications mode. In the first class, mobile elements
collect buffered information from sensors by visiting them
individually, which is applicable to sparse WSNs [18]–
[20]. This kinds of approach can lead to significant
delay of data delivery. Therefore, their main issue is
to decide the moving trajectory and scheduling in real
time to prevent data loss for buffer overflowing. Exist-
ing mobility patterns in such scenario include random,
fixed and controlled. In [19], assuming that a prototype
is built at the Rice University where university shuttle

buses will carry mobile observer as data sink and sensor
nodes are deployed on buildings, the authors model the
data collection process as queuing system and propose
a communication protocol based on predictable mobility
pattern of the observer. Differ from these approaches, we
focus attention on the evenly consumption of sensor nodes
and network lifetime elongation rather than transmission
delay in large scale sensor field. Based on the single Data
Mules, David Jea etc. investigated the multiple mobile
elements problem for data collection in [13]. Assuming
that mobile elements move in the fixed path along a
straight line, they study the impact of moving speed and
partition of network area rather than location.

The other kinds of mobility scheme execute in a “move
and sojourn” strategy where mobile elements deploy
themselves first and then collect sensed information via
spanning routing tree [8], [9], [14], [15]. Finding the
optimized deployment position for mobile elements and
the appropriate routing path for sensors are the key issues
to assure energy efficiency of network. In both [14]
and [15], Integer Linear Programming (IPL) model are
used to determine the feasible locations of mobile BSs.
The difference is that the former aims at the overall
network lifespan but the later is to minimizing the energy
consumption of individual sensors. However, almost all
these approach are executed in a centralized way and
the scalability of algorithm is limited. For example, the
network considered in [14] is composed of 256 nodes
upmost.

Our work is particularly motivated by the research
in [8], [21], [22]. In [8], the authors developed an
analytical model to describe the communication load
distribution in wireless sensor networks. It demonstrates
that the optimum movement strategy for mobile BS is
to follow the periphery when the deployment area is
circular. To further alleviate the “funneling effect”, a
heuristic solution with mobility and routing algorithm
joint is discussed. The simulation results show that such
a joint can balance the load among sensors and provide
significant improvements on network lifetime in compari-
son with static BS. However, the mobility strategy may be
incapable without assumed Poisson distribution of sensor
nodes. We consider the framework with multiple mobile
elements rather than single BS in this paper. Moreover,
we propose a self-adaptive moving strategy without re-

666 JOURNAL OF COMMUNICATIONS, VOL. 5, NO. 9, OCTOBER 2010

© 2010 ACADEMY PUBLISHER



quirement for the sensors distribution and network shape.
In [21], a mobile enabled sensor network supported by
the cellular network is presented. Our work differs in
that we assume an idealized moving pattern without sink
velocity consideration. As a summary, the comparison
of these schemes is listed in Table I. At last, a similar
mobility-based hierarchy is discussed in [22]. However,
it aims to achieve the tradeoff between packet delay and
energy dissipation of sensors rather than the optimized
deployment of mobile data collectors.

III. AGGREGATOR DEPLOYMENT ALGORITHM
FOR ENERGY CONSERVATION

In this paper, we consider a heterogeneous sensor net-
work which consisted of large number of static resource-
constrained sensor nodes and a number of mobile
resource-rich devices, called mobile aggregators (MAs).
This mobility-base architecture is demonstrated in Fig-
ure 2. In the scenario, we assume a similar application
model as described in [3]. That is, each sensor peri-
odically senses the environment and then transmits the
received data to the BS. In particular here, each sensor
selects the nearest MA as its cluster-head and periodically
sends data to the aggregator by multi-hop paths [3].
Next, the aggregators compress the collected data from
all members and send the fused data to the BS.
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Figure 2. The network hierarchy (Circle denotes sensors, star denotes
MAs)

In above architecture, mobile aggregators work as the
cluster-heads and relay the received data to remote base
station. However, the ”funneling effect” described in
section I will emerge near aggregators in large network
since sensors burn energy faster than those of nodes father.
For load-balanced consideration, MAs should approach
areas with higher residual energy among sensors. Our
objective is to decide the optimal moving strategy of
each aggregator so that the energy consumption in sensor
nodes is evenly distributed and the lifetime of network is
prolonged.

In this section, we first introduce some assumptions
and notations in Table II, then bring forward the assumed
network model and formulate the problem. Next, we
give a skeleton of ADPEC [9], which is a centralized

deployment algorithm for energy conservation based on
artificial potential-field theory.

A. Network Model & Problem Formulation

First, we assume that those MAs are equipped with
sufficient power and can send fused data to the data
sink using out-of-band channels. Thus, the problem can
be simplified such that we only need to consider the
energy consumption of sensors. We make the following
assumptions for the network:

1) We assume a relatively large and strongly connected
network, which consisted of k mobile aggregators
and a set of (n) static sensor nodes (k ¿ n). As
shown in Figure 2, sensors are randomly scattered
within a circular field with radius a.

2) The transmission radius of each sensor nodes is
identical and fixed at r.

3) There exists a contention free MAC protocol which
provides channel access to all the nodes.

4) Each sensor is aware of the residual energy of its
neighboring nodes by overhearing at anytime.

5) We consider equal period of time called round. At
the start of each round, MAs relocate themselves
as per specific deployment protocol and stay fixed
during the round.

Based on the assumptions, the whole network will
be divided into a few clusters encircled MAs. In fact,
each sensor will select the nearest MA to join and the
network is formed as Voronoi diagram (Figure 2). Since
MAs is much fewer compared to sensors, nodes faraway
from cluster centre have to communicate with MAs by
dedicated multi-hop routing algorithm, such as CDPR [9].
Inevitably, the “funneling effect” will bring the uneven
energy dissipation among the sensor nodes. Therefore,
two important issues in the context should be addressed:

1) The mobility strategy: How to move MA to their
optimal position at the start of each round so that the
energy consumption of sensors will be balanced?

2) The routing algorithm: Though routing can not get
rid of the “funneling effect”, a load-balanced rout-
ing algorithm will make the energy consumption
more even.

B. Potential-field based approach

The first issue discussed above is similar to finding
the optimal positions for cluster-heads in [3], which has
proved to be NP-hard. In our prior work [9], a potential-
field-based deployment protocol, named ADPEC is pro-
posed to deploy MAs periodically. Meanwhile, a near-
straight routing protocol accompanied with ADPEC is
used in the communication between sensors and aggre-
gators. The system parameters used are listed in Table II.
In ADPEC, both sensors and MAs are imaged as virtual
particles in the artificial potential field. Each aggregator
is attracted by all sensors of the network and repelled
by near aggregators. The attractive potential exerted on
aggregator Ai at position q is proportional to the residual
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TABLE I.
CHARACTERISTICS OF DATA GATHERING SCHEMES WITH MOBILITY

Scheme
Infrastructure Moving Strategies

Routing Path Objective
Number of
MEs Topology Pattern Trajectory Algorithm

Execution

Predicable
Observer
Mobility [19]

Single Disconnected Continuous Fixed None Single-hop

PBS [11], [12] Single Disconnected Continuous Controlled Centralized Single-hop

Data Mule [18] Multiple Disconnected Continuous Random None Single-hop

MES [20] Single Disconnected Continuous Controlled Centralized Single-hop

Minimizing
data loss
for buffer
overflow

Sojourn [14] Single Disconnected Continuous Controlled Centralized Single-hop

Data Mules [13] Multiple Connected Discrete Fixed Distributed Multi-hop

BSL [15] Multiple Connected Discrete Controlled Centralized Multi-hop

Joint Mobility
and Routing [8] Single Connected Discrete Fixed None Multi-hop

ADPEC [9] Both Connected Discrete Controlled Centralized Multi-hop

Conserving
sensors
energy then
prolonging
network
lifetime

TABLE II.
LIST OF NOTATION

Symbol Meaning
a Radius of the network deployment region

dchar Characteristic distance
n Number of sensors
k Number of mobile aggregators
ei The residual energy of sensors Si

e0 The initial energy of sensors
eavg The average residual energy of all sensors

d0 The influence distance of repulsive potential
UA,i(.) Attractive potential field induced by sensor Si

UR,i(.) Repulsive potential field induced by aggregator Ai

UT,i(.) Total potential field experienced by aggregator Ai

ξ Scaling factor of attractive potential field
η Scaling factor of repulsive potential field

energy of sensors and the Euclidean distance between
them, which can be described as follows (Eq. 1).

UA(q) =
n∑

i=1

1
2
ξeid

2
(q) (1)

As Eq. 1 described, sensors with more energy level
will relay more packets by attracting aggregator to their
proximity. On the other hand, the repulsive potential
exerted on aggregator Ai by Aj is related to the distance
among them (Eq. 2), which will drive them to scatter
around the network field evenly.

UR,j(q) =
{ − 1

2η( 1
d(q)

− 1
d0

)2 d(q) ≤ d0

0 otherwise
(2)

The total potential field experienced by aggregator Ai

at position q is:

UT,j(q) = UA(q) +
∑

i 6=j

UR,j(q) (3)

Under the influence of above total potential, the aggre-
gators approach evenly to those nodes with more energy

level. As the total potential exerted is minimized, the
aggregators will find the optimal deployment. Assumed
that the aggregators are equipped with sufficient power
or rechargeable, deployment algorithm is performed by
aggregators in ADPEC. As described in Eq. 1, the at-
tractive potential UA(q) can be calculated provided that
the aggregator Ai acquires the residual energy level and
positions of all sensors; while the positions information
can be obtained by aggregators at the bootstrap phase of
network. In the implementation of ADPEC, we assume
that sensors piggyback energy information on sensed data
to their aggregators. However, the information of residual
energy level should be exchanged among all sensors in
each deployment, which may be non-scalable in large-
scale networks.

The solution to the second issue in Section III-A is
routing algorithm. In ADPEC, a near-straight routing
algorithm, named CDPR is proposed to accompany with
deployment protocols. That is, each sensor forwards the
received packet to the next hop which is dchar away
from the current node and on the way to its destination.
In that way, the energy consumed by each sensor will
be minimized and total energy consumption of network
is minimized, while CDPR may not lead to maximum
network lifetime [23].

IV. LOCALIZED AGGREGATOR DEPLOYMENT
PROTOCOL AND LOAD-BALANCED ROUTING

ALGORITHM

As discussed in section III-B, a centralized deployment
protocol, named ADPEC [9] is proposed. Meanwhile,
a near-straight routing protocol, called CDPR is used
in the communication between sensors and aggregators.
However, the calculation of attractive potential field in
ADPEC is based on the global information, such as en-
ergy level and position of sensors. Obviously, it is energy
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TABLE III.
LIST OF NOTATION

Symbol Meaning
he,i The hop count from sensor Si to cell border
h0 The influent distance of repulsive potential
di The distance from sensor Si to its aggregator Ai

wi The routing weight of sensor Si

Ci The set of sensors covered by aggregator Ai

N(Si) The set of neighboring sensors for Si

consuming and non-scalable in large-scale networks. On
the other hand, we observe that under the assumption of
circular deployment and uniformly distributed network,
the trajectory of MAs is approximate to be concentric
circles around the network center, which ignite us to
promote a localized deployment protocol. The notations
used in the section is listed in Table III.

A. Distributed Deployment protocol

In the section, a localized potential-based deployment
protocol, named LADPEC is presented. In LADPEC, the
network is divided into many Voronoi cells centered at
the MAs. Differing from ADPEC, the topology will keep
stable in spite of MA mobility. In other words, each MA
serves the fixed number of sensors within its covered
cell. Then, each MA is attracted by the sensors within its
Voronoi cell and repelled by the cell border. Supposing
aggregator Aj is at position q within the cell Cj , the
potential exerted by sensor node Si depends on its hop
count to cell border he,i. If he,i is larger than h0, the
sensor Si will exert attractive potential described as a
scalar function as Eq. (4).

UA,i(q) = ei/hi (he,i > h0, Si ∈ Cj) (4)

Otherwise, the sensor will exert repulsive potential on
Aj as Eq. (5).

UR,i(q) = −ei/hi (he,i ≤ h0, Si ∈ Cj) (5)

Here, ei is the residual energy of sensor Si, hi is
the hop count from Si to q and h0 is system parameter
describing the influence distance of repulsive potential.
At last, the total potential field exerted on aggregator Aj

is calculated as Eq. (6).

UT =
∑

Si∈Cj

UA,i + UR,i (Si ∈ Cj) (6)

The positions with maximum potential field are the
optimum position of MAs. To do that, each MA needs to
search its own served space locally. The algorithm execu-
tion of LADPEC protocol depends on the residual energy
and position of sensors in the current cell. Therefore, the
protocol is fully self-adaptive without requirement for the
network shape and sensors distribution irrespective of the
given circular field and random distribution in Section III-
A.

B. Load-balanced Routing algorithm

Routing is another effective way to relieve ”funnel-
ing effect” and conserve energy in sensor networks. A
near-straight routing algorithm, Characteristic Distance
Progressive Routing (CDPR) is proposed coming with
ADPEC to minimize total energy consumption. As simple
topology shown in Figure 3, the total amount of energy
dissipated would be minimized only when the sender (at
s) relays packets to the receiver (at d) by multi-hops path
and each hops is exactly dchar [24]. Here, the distance
dchar depends on the hardware parameters of nodes.

Figure 3. Characteristic Distance (dchar)

Based on the above conclusion, each packet in CDPR
travels along the shortest path to the aggregators and each
hop is approximate to dchar (Figure 4), total energy
consumption in whole network is minimized. However,
the energy consumption in CDPR is not always load-
balanced. As shown in Figure 4, if sensor s and s′

transmit data to d, the routing paths taken by CDPR is
s, v1, v2, v3, v4, d and s′, v2, v3, v4, d respectively. Obvi-
ously, some sensors such as v2, v3, v4 are heavily loaded
and more energy-consuming. As a result, the partition
may lead to the dysfunction or disconnected of network.

dchar

s

d

+
t

v1

v3

v4

v2

s ’

Figure 4. Characteristic Distance Progressive Routing (CDPR)

In this paper, an idealized Load-Balanced Short Path
Routing algorithm, shorted as LBSPR is addressed, in
which each node decides next hop locally. LBSPR works
as follows: Each node Si keeps track of N(Si), the list
of neighboring nodes and their routing weight, wi, which
is defined as:

wi = ei/di (7)

Here, ei is the residual energy and di is the distance
between sensor Si and its MA. When node Si receives
a new packet with destination d, it checks if d is within
its communication range. If it is, Si simply sends the
request to d directly. Otherwise, Si sends the packet to
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the node with maximum distance along the right direction
in the communication range. If all nodes in N(Si) have
the same energy level, i.e. the initial energy, then Si sends
the packet to the furthest node in N(Si). In this case,
LBSPR works as same as shortest path routing, in which
sensors choose the furthest node as next hop regardless
of the energy distribution within its neighbor. Otherwise,
the sensors send the packets to the node with largest
routing weight within its neighboring nodes. Figure 5
illustrates this algorithm. Assuming nodes v1, v2, v5, v6

are within the range of s′ and v2 is the nearest node to
the destination d, node s′ will select v6 instead of v2

as its next hop because sensor v2 has the lower residual
energy and routing weight. Finally, the routing path taken
by LBSPR is s, v1, v2, v3, v4, d and s′, v6, v7, v8, v4, d. We
can see that only node v4 is the heavily load sensor and
the energy consumption has been evenly dispersed.

dchar

s

d

+t

v1

v3

v4

v2

s ’

v6

v7

v8

r

v5

Figure 5. Load-Balanced Short Path Routing (LBSPR)

C. The Scheme with joint mobility and routing algorithm

In this section, aforementioned deployment and routing
strategies are taken into account to prolong the network
lifetime in mobility-assisted framework. The network
lifespan is divided into iterative rounds and each round
consists of deployment, routing-establish and data collec-
tion phase. The scheme is presented as follows.

1) Initialization. At first, the MAs will self-deploy
themselves so they can evenly diffuse over the
network. In the stage, Voronoi-based techniques can
be used in uniform distribution [25]. Otherwise,
ADPEC can be used [9]. After bootstrap, the MAs
will broadcast their position information and then
sensors choose nearest one as cluster-heads in terms
of distance or received signal strength. According to
the observation in [9], aggregators move around the
concentric circles in uniform network. In LADPEC,
we assume that sensors would not change their
affiliated MAs even in whole lifetime. Therefore,
the network will be partitioned into a few regions,
each of which can be served by one aggregator.

2) Deployment. The above deployment algorithm,
LADPEC is performed by MAs. To calculate the
total potential field, each MA needs to know the en-
ergy and position information of sensors within the
cell. To conserve energy, the energy level of sensors

can be obtained by piggybacking to the transmitted
data. The position information of sensors is used for
evaluation of hop counts, but not necessary. Since
MA can broadcast “heartbeat” message at radius(r),
the sensors received will update their hop count to
MA greedily. After finding the optimum position,
the aggregator will move there instantaneously and
announce its new position.

3) Routing Setup. Once the MAs are deployed, the
routing path can be built offline by sensors or MAs.
Given the whole topology is known, each MA can
figure out the routing path with concentrated com-
putation, which is energy-conserving for sensors but
non-scalable. On the contrary, each sensor can set
up the route by the position of MAs in a localized
way. To do that, each sensor only need to exchange
control message with its neighboring nodes.

4) Data Collection. The MAs stay static in this phase.
Data collection is performed as same as other proto-
cols, such as LEACH [3]. Sensors send the collected
data periodically to their MAs with specified routing
algorithm. In our implementation, no aggregation
model is considered. Since MAs are not resource-
constrained, we focus only on the communications
between nodes and MAs. In practice, this process
should last longer than the deployment and routing-
setup stage for energy consideration.

At last, it might also be noted that the initialization may
be performed in a global way. However, the process only
initiates at the startup stage, thus the energy consumption
in topology discovery is acceptable.

V. EXPERIMENTAL METHODOLOGY AND
EVALUATION

In this section, we do not intend to conduct a complete
network-level simulation but an idealized simulation. One
reason is that there are nontrivial challenges on mobility
and a cross-layer design, in particular, on the interaction
of the MAC layer with the networking layer. Such issues
are beyond the scope of this paper. The other reason is
that the scalability of most network simulators is limited.
For example, we have validated that the number of sensors
supported by famous Network Simulator 2 [26] is no more
than 500 without optimization. However, the network
scale in this section can be thousands. Therefore, we
perform the experiments with our customized simulator
written in C++.

A. Simulation Methodology

As described in Section II, most of work [11], [12],
[14], [19], [20] (as shown in upper of Table I) is focused
on the latency of data delivery, which differs from our
objective to save energy. Other schemes [8], [13], [15]
can be comparable. Simulations in [13], [15] are limited
in the size and scale of network. Therefore, we compare
our deployment protocols with the convincing scheme
(shorted as PERI next) presented in [8].
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To show how the proposed schemes outperform the
others, we conduct a series of simulation and repeat each
experiment more than 10 times. We first investigate how
deployment protocols conserve the energy for sensors and
prolong the network lifetime. Then next, we study the
joint effect of both deployment and routing protocols on
the energy efficiency. At last, the impacts of different
system parameters on network performance are verified.

Generally, we use a network of 500 sensors and 10
MAs randomly distributed in a circular region with ra-
dius 100 meters. The packet length is set as 160bits.
The energy consumption is a 1/dn path loss model as
follows [27].

Etx = α11 + α2dn (8)
Erx = α12 (9)

Where α11 is the energy consumed by the transmitter
electronics per bit, α2 accounts for energy dissipated in
the transmit amplifier and α12 is the energy consumed by
the receiver electronics. Here, the values for radios are
α11 = α12 = 50nJ/bit and α2 = 10pJ/bit/m2. The
experiment parameters are listed in Table IV.

TABLE IV.
SYSTEM PARAMETERS

Parameters Value
Communication circuit power α1 5× 10−8J/bit

Communication antenna power α2 1× 10−10J/bit/m2

Propagation loss exponent l 3
Characteristic distance dchar 6.28m

Number of sensors n 500
Number of aggregators k 10

Network radius a 100m
Initial energy of sensors e0 1J

Sensor data rate dr 160bits/round

B. System Performance

To compare with ADPEC, we fixed both transmission
range (r) and h0 (see Section IV-A) as characteristic
distance(dchar) [9]. The whole network lifetime is divided
into rounds with 100 time-frames each. That is, MAs relo-
cate themselves every 100 iterations of data collection,to
alleviate the “funneling effect”.

The effect of balancing energy consumption with dif-
ferent moving strategies is verified first. We conduct the
experiments under a stochastic topology and set CDPR
as routing algorithm. Figure 6 shows the residual energy
distribution of sensor with ADPEC and LADPEC respec-
tively after 0, 100, 200, 300 rounds of data collecting.
From the figure, we can see that 2 percent of nodes
have almost depletes 20 percent of total energy after first
round. The advantage is obvious after 200 rounds of data
collection. The number of energy-rich nodes in LADPEC
is nearly 3 times than that in ADPEC, which proves that
LADPEC is more energy-balanced than ADPEC.

To evaluate the elongation of network lifetime, we
compare ADPEC, LADPEC with PERI [8] in which each
MA sets it position along with the periphery of Voronoi
cell. The simulation results in Figure 7 show that the
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Figure 6. Residual energy distribution of alive sensors in given topology

network lifetime with LADPEC is almost 200% than
that of ADPEC and PERI under both CDPR and LBSPR
when half of nodes keep alive. Note that, ADPEC seems
more efficient after 90% of sensors are dead as shown in
Figure 7(a). As described in [9], the potential field exerted
to MAs in ADPEC is from whole network. Therefore,
MAs will keep stable when most of sensors are dead.
However, the network coverage at the time is incomplete.

In the above experiments, we assume a random network
model with uniform distribution. Next, we compare the
energy efficiency of those schemes in differing network
distribution. In particular, a partial model where the
sensors density in one half of circular area is higher
than that of the other part is considered. The energy
efficiency here is defined as the average consumed energy
per round in the whole network. Figure 8 show the
experimental results. It shows that LBSPR outperform
CDPR in either of distribution. Moreover, we can see that
the joint of LADPEC and LBSPR is the most energy-
efficient schemes among different composition. Notice
that, both PERI and LADPEC perform better in partial
distribution, since they are executed in a distributed way.

C. Impact of Scalability

In this part, we assess the scalability of the proposed
schemes. That is, how the number of mobile aggregators
or sensors influences the efficiency of whole network. To
perform the simulation, we first distribute 500 sensors
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Figure 7. Network lifetime with different routing algorithms

randomly in a circular field with radius 100 meters but
vary the number of MAs from 5 to 100 with increment
10. The network lifetime is defined as the period of data
collection until 90% sensors have depleted their energy.
As seen in Figure 9, the energy efficiency increases with
the number of MAs under both CDPR and LBSPR.
However, the number of MAs up a certain threshold does
not affect the energy efficiency. It can be explained that,
the lifetime of the network increases with the number of
MAs until each sensor can transmit the data in one or few
hops to their affiliated aggregators. More MAs have no
advantage and do not improve the energy efficiency.

Next, we study the temporal efficiency. Given that MAs
move in an ideal speed, we depict time efficiency as
total execution time of deployment algorithms. Obviously,
the execution depends on the experimental conditions.
Here, all simulations run in the same duo-core laptop
with 2GHz CPU and 2GB memory. Figure10 shows
the calculated delay in seconds with different network
size. The deployment delay keeps stable in LADPEC
irrespective of network scale. On the contrary, ADPEC
is a centralized protocol, thus the deployment delay is
increased with the number of sensors and MAs.

VI. CONCLUSION

In this paper, we study data collection problem with
multiple aggregators for energy conservation in hetero-
geneous sensor networks. In particular, we propose a
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Figure 8. Energy efficiency with different schemes under various nodes
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Figure 9. Energy efficiency with different schemes

mobility-assisted hierarchy which addresses the joint ef-
fect of deployment protocols and routing algorithms.
The extensive simulation results prove that mobility can
increase energy efficiency of sensors and then prolong
network lifetime. The findings also show that it might be
appropriate to increase the number of MAs to improve
the scalability. In the future research, we intent to discuss
the real moving pattern of mobile elements. Also, we
will continue to implement the proposed protocol in real
network environment.
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