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Abstract— In this paper, we discuss an approach to increase
wireless bandwidth utilization based on cooperative network
architecture, referred to as Cellular Controlled Peer-to-Peer
(CCP2P) communication. This approach goes beyond the
concepts used in composite networks, focused mainly on
coverage extension and data relaying. In CCP2P networks,
besides being connected to an ”outside world” using cellular
links, a group of terminals in close proximity form a
cooperative cluster. Using peer-to-peer connections CCP2P
has the potential to overcome many important limitations of
the cellular networks and offer higher data rates and better
Quality of Service. Four practically relevant scenarios of
CCP2P applications are presented as illustrative examples
and discussed in detail. This paper shows that performance
gain can be achieved only by cooperative behavior of termi-
nals in the cluster. The importance of rules of cooperation
for CCP2P communication is underlined and a discussion
on their realization in cooperative networks is provided.

Index Terms— cooperation, network architecture, bandwidth
utilization, efficiency

I. INTRODUCTION

In recent years, we have witnessed increasing demands
for high bandwidth, low-delays and reliability dictated
by end-to-end services [1]. Multimedia applications,
applications based on computer clustering and storage
networking, and Internet-based applications put forward
these demands. At the same time, cost and efficiency
of information delivery is another important factor. To
achieve end-to-end gigabit rates, bottlenecks in high-
speed networks should be completely eliminated or at
least minimized. However wireless connections are still
presenting a challenge for high data rate information
delivery.

To translate performance improvements on physical
data rates over wireless into corresponding improvements
at the application level, an efficient wireless bandwidth
utilization is required. Here by efficient utilization we
understand the increase in the amount of time bandwidth
is used for the actual data transmission and the reduction
of overhead that can be in the form of long packet
headers and data retransmissions due to packet errors. In
practice this can be achieved by e.g. applying compression
and coding techniques, using multi-path streaming and
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advanced error/ loss recovery methods. Additionally, effi-
cient utilization of multicast and broadcast information is
required. In this paper our focus is on different approaches
on how to increase the bandwidth utilization of wireless
links and thus make the end-to-end application with
high data rate requirements the reality. All the presented
approaches have one thing in common: they exploit the
advantages of peer-to-peer computing combined with the
advantages of a centralized overlay network.

Network architectures exploiting peer-to-peer connec-
tivity form a basis for distributed computing. Peer-to-peer
systems consist of nodes that are able to interact with
each other and self-organize into network topologies with
the purpose of sharing resources such as content, CPU
cycles, storage and bandwidth. Prominent application
areas of these systems include distributed and scalable
computing, database systems, Internet service support,
content distribution, communication and collaboration [2].

Peer-to-peer wireless networks, known also as ad hoc
networks, have been intensively studied over the last
decade. Their self-organization capabilities and inde-
pendence of infrastructure make this kind of networks
attractive for diverse applications, in home and office
environments as well as in military and disaster relief
operations.

Following a different approach, cellular networks are
based on a centralized architecture: a terminal always
communicates though an access point and direct inter-
actions between terminals are not allowed. Thus, services
are provided to a given terminal only via the access point.
The quality of the received service will highly depend on
the available (but limited) system capacity. Cellular net-
works are known to suffer from the scalability problem:
for a given number of users n, the fair throughput per
user decreases as O( 1

n ). Additional factors limiting the
type and quality of service (QoS) that can be wirelessly
delivered are the physical and regulatory limitations in
energy and power usage in terminals and access points
respectively.

Recently, alternative network architectures have been
proposed aiming at improving the performance of cellular
data networks. These basically consider hybrid architec-
tures where both the centralized (e.g., cellular) and distrib-
uted (e.g., peer-to-peer) topologies are combined. A great
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deal of these hybrid or composite networks are proposed
for coverage extension purposes, by using ad hoc relays
and multi–hop techniques. For a comprehensive review
of these networks readers are refereed to [3]. Interesting
applications of cellular-ad hoc composite networks are for
instance opportunity driven multiple access (ODMA) [4],
where the problem of data rate degradation toward the cell
boundary is addressed by traffic relaying through termi-
nals within the high-bit-rate coverage area; and integrated
cellular and ad hoc relay (iCAR) systems [5], where traf-
fic load balancing between cells is achieved by relaying
traffic from an overloaded cell to the neighboring cells.
A somewhat different approach has been proposed in [6]:
a hybrid system architecture enables high-quality games
among multiple wireless users. During a game the data
exchange is done over short-range connections, whereas
the authentication and score reporting is conducted over
the cellular network.

Discussions on feasibility of ad hoc technologies for
future IP based wireless and cellular networks can be
found in [7]. Additionally, as shown in [3], performance
improvement using ad hoc relaying can be expected only
in situations when sources and destinations are collocated
within the same cell. In cellular data environments, ter-
minals use the access to the base station primarily for
service acquisition, e.g., e-mail access or video down-
load. In other words, the main portion of traffic comes
from up- and downloading to and from servers in the
Internet, respectively. Therefore, these ad hoc relaying
based approaches can only solve the scalability problem
of cellular networks to a limited extent. In general the
hybrid or composite networks considered so far combine
the mentioned networks in a rather static fashion, that is,
the cellular network is augmented or complemented by
the ad hoc network but the active interaction between the
networks is not significant.

In this paper, we present a dynamic approach to
bridge cellular and peer-to-peer architectures, referred
to as Cellular Controlled Peer-to-peer communication
(CCP2PC) [8], [9]. Besides being able to communicate
with the base station using cellular interfaces, terminals
have the capability to establish direct peer-to-peer con-
nections over short-range links. A group of terminals,
typically in close proximity, form a cooperative cluster
that is a peer-to-peer network in its full right. The base
station works as a service entry point and administrator
for instance for authentication and billing purposes. Peer-
to-peer connections can be potentially used for content
distribution, error healing and retransmissions. The envi-
sioned scenarios for CCP2PC include partial distribution
(or full distribution with selective reception) of infor-
mation over cellular links and its recombination using
peer-to-peer connections. The approach considered here
dynamically utilize the available resources (e.g., time,
frequency), aiming at exploiting simultaneously the ad-
vantages of both network topologies. Indeed, CCP2P has
the potential to overcome many important limitations of
the cellular networks. The synergy (both in the static and

dynamic sense) between the two involved networks can be
exploited by creating a common pool of resources. This
is what makes an integration of wireless heterogeneous
networks attractive.

It has always been understood that performance of
cooperative and peer-to-peer networks depends on the
level of cooperation of the participants. The common
pool of resources can be created only by cooperative
interactions among users. While most existing peer-to-
peer networks are built on the assumption that participants
are generally cooperative, there is a growing evidence
suggesting the opposite. The problem of how to effec-
tively engage a selfish rational user to contribute with
his own resources to the common pool is still an open
issue. The basic dilemma of cooperation consists in the
following: cooperative nodes in principle bring benefits
to the entire network, but, in some scenarios, particular
nodes acting selfishly can reduce or even eliminate the
benefits of cooperation. Staring from [10], there have
been many contributions addressing this problem. The
proposed mechanisms include trusted third parties, usage
of reputation information or application of reciprocal
punishment. To design a successful cooperative network,
the rules of user behavior should be better understood.

In summary, the contributions of this paper are the
following:

• We present a composite network architecture that
combines centralized cellular and distributed peer-to-
peer network models. The advantages of the peer-to-
peer information redistribution in a cellular network
are demonstrated in four different scenarios. The
considered scenarios include unicast and multicast
transport, as well as unicast and multicast services.

The rest of the paper is organized as follows. Section 2
presents a way to combine peer-to-peer networks with
cellular data networks. In Section 3, we advocate this
architecture by providing four scenarios where the coop-
erative strategies lead to better Quality of Service, higher
robustness and lower power consumption. Scenarios in-
clude an IP header compression algorithm, a retransmis-
sion scheme, IP-services over DVB-H and digital content
downloading in disjoint parts. In Section 4, strategy for
cooperation in wireless communication systems is dis-
cussed. Finally, Section 5 provides concluding remarks.

II. CELLULAR CONTROLLED PEER-TO-PEER

COMMUNICATION

The problem of cooperation in wireless networks can
be approached from different angles. In [8], [11] a classi-
fication of levels of cooperation is given. It distinguishes
implicit and explicit cooperation. In implicit cooperation,
the interaction takes place without any preestablished co-
operative framework. If cooperative behavior is supported
by network design, this approach is referred to as explicit.
The next level of cooperation includes macro cooperation,
where the collaborative entities are macroscopic parts
of a wireless system, and micro cooperation, where the
cooperation is performed on the level of functional parts
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Figure 1. Four network architectures: cellular networks, relay networks,
peer-to-peer networks, cellular controlled peer-to-peer networks.

(e.g., particular functional blocks, algorithms, etc.) Co-
operation in peer-to-peer networks corresponds to micro
cooperation, where independent terminals contribute with
e.g., processing power or bandwidth. The goal of this
paper is to demonstrate the advantages of using micro
cooperation in designing of future generation of wireless
networks.

Bits transmitted over the radio channel use the al-
ways scarce wireless bandwidth and depletes batteries
of mobile terminals. Considering the limited bandwidth
resources and the current status of battery technology,
efficient bandwidth utilization and reduction of energy
consumption are goals of many optimization schemes or
novel network architecture design [8]. These goals can
be potentially achieved by using the micro cooperation
concept.

There are two conceptually opposite approaches in
architectural design of wireless networks: centralized and
distributed. The former one is represented by cellular
networks: wireless terminals are connected to the AP that
plays a role of a controlling entity, as well as an entry
point to acquire services. Peer-to-peer networks corre-
spond to the distributed approach: direct communication
among users facilitates information exchange. Currently,
the cellular data networks are represented by GPRS (2G)
and UMTS (3G) standards. The achievable data rate over
GPRS or UMTS is limited, and what is more, it degrades
as the number of active users in a cell increases. A typical
scenario that is used to illustrate the scalability problem of
a cellular network is the ”stadium”: a big crowd of people
is gathered in one place, e.g., stadium to watch a popular
event. A particular situation (e.g., a scored goal) is likely
to trigger many people to use their mobile phones. Due
to high temporal correlation of the requested services,
the network will rapidly be overloaded and eventually
collapse. To solve this problem, load balancing can be
performed by forwarding the requests and serving a sub-
group of the users through neighboring cells (”forced”
handover). Depending on the geographical location of
the neighboring access points and their current traffic
load, up to a certain amount of users can be served. To

facilitate traffic load balancing between the cells, special
relays (mobile or fixed) can be deployed. Alternatively,
mobile terminals can play the role of relays. In any case,
using relay stations data is sent through multiple hops.
The approach advocated in this paper is to use cellular
controlled peer-to-peer networking. In the considered ex-
ample, the service content requested by the users can be
expected to be correlated. Instead of sending in parallel
the same content to all users, the data can be transmitted
only to a sub-group. Afterwards, the terminals that have
received the content will forward it to the rest of the
users using peer-to-peer connections. Figure 1 illustrates
the four network architectures discussed above.

If wireless terminals have the capability to communi-
cate with an AP and simultaneously with other terminals
(by using either the same or different air interfaces),
then a peer-to-peer network can be established. By using
short-range links, cooperative groups can be formed1. We
refer to the network architecture formed in this way as
cellular-controlled P2P networks. It has been noted that
using short-range links for data transmission is less costly
compared with the cellular links since higher data rates
and lower powers for transmission and reception can be
achieved over close distances [8]. As communication over
the short-range links use unlicensed spectrum, a better
utilization of this expensive resource is also attained.
Additional benefit of using micro cooperation in cellular
systems comes from multi–path diversity: if a radio path
between an AP and a terminal is greatly deteriorated
by the instantaneous channel conditions, a data packet
is lost. A neighboring user might be experiencing good
channel conditions and might be able to distribute the
content to the whole group of terminals. Cooperative
techniques can virtually allow low bit error rates in
typically stringent wireless channels without employing
heavy error protection coding and less efficient but more
robust modulation schemes.

One should note that in CCP2P networks a controlling
entity (an access point) should be aware about the coop-
eration among terminals. If the terminals are using the
same air interface to communicate with the AP and for
short-range connections, then activity alternates between
the cellular and short-range communication links and the
AP should allocate time for inter-terminal information
exchange. Additionally, taking into account information
distribution using peer-to-peer connections, there might
be a need for content adjustment made by the AP.

To illustrate the application areas of CCP2P, we con-
sider two types of services, unicast and multicast, and two
types of data delivery, unicast and multicast transmissions.
The service is said to be unicast (multicast) if data is
delivered from a source to a single user (to a group with
an arbitrary number of users). By multicast transport we
understand a mechanism where data packets destined for
multiple recipients are sent over a channel only once.
Opposed to multiple transport, unicast connections are

1Short-range connections can be realized in practice by using Blue-
tooth or WLAN technologies.
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Scenario 1 Scenario 3
Unicast service Unicast service
Unicast transport Multicast transport
E.g., IP Header compression E.g., IP services over DVB-H

Scenario 2 Scenario 4
Multicast service Multicast service
Unicast transport Multicast transport
E.g., Bittorent E.g., Retransmission scheme

TABLE I.
FOUR CONSIDERED WIRELESS SCENARIOS EXPLOITING THE CCP2P

CONCEPT

Figure 2. Scenario 1

those where each packet is sent over a channel once per
user.

A scenario matrix is given in Table I (see also Fig. 2-
Fig. 5). Scenario 1 presents delivery of a unicast data
service over cellular unicast links. IP header compres-
sion is applied for transport overhead reduction. Partial
exchange of information using peer-to-peer cooperative
network translates into high robustness and bandwidth
utilization of the compression scheme. Multicast service
with unicast transport data delivery is given in Scenario 2.
Employing micro cooperation, data is partially distributed
over cellular links to the members of a cooperative group
and recombined by using peer-to-peer connections. This
method allows achievement of virtually high data rates.
Delivery over multicast cellular channel is considered in
Scenarios 3 and 4. Scenario 3 demonstrates that high
bandwidth and energy efficiency can be achieved by using
selective reception of information over cellular link. In the
last scenario full distribution of information is performed
over cellular links with selective partial exchange using
short-range communication. It leads indeed to power
savings. Next section presents a detailed description of
each scenario.

III. SCENARIOS FOR COOPERATION: A CLOSER VIEW

In this section we discuss in detail the cooperative
scenarios considered in Table I and Figure 2.

A. Cooperative IP header compression (Unicast service,
Unicast transport)

Considering unicast services over unicast transport
channels, we give an example of cooperative IP header

Figure 3. Scenario 2

Figure 4. Scenario 3

compression [12]. Header compression techniques can
be applied to reduce the overhead introduced by
IP/UDP/RTP protocol encapsulation. The reduction of
header size is especially important for bandwidth-limited
links, such as cellular links, since it can virtually increase
the achievable data rates. However, high bit error rates
of the wireless environment are detrimental to the IP
header compression. This is in fact the well-known prob-
lem of error-propagation [13]. By compressing headers,
the redundancies between contiguous packets of a given
flow are removed by using differential encoding. Ran-
dom fields of packet headers are transmitted unchanged,
whereas delta fields are compressed by reference to

Figure 5. Scenario 4
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the previous packets, also called context. The context
is known and maintained at the receiver side as well
and used for decompression of the incoming packets.
The context is updated with every new packet. Packet
losses lead to inconsistencies in the context state at the
decompressor and failure of the decompression procedure.
This lead to the appearance of an error burst. Typically, an
application layer can deal with single errors, but loosing
multiple packets in a row means significant degradation
of QoS perceived by the user.

To avoid bursty errors, we propose to use terminal
cooperation to stabilize IP communication. A peer-to-peer
network formed by terminals can provide ”first aid” infor-
mation to heal the decompressor state of the neighboring
node in case of packet loss on the cellular link. Since
the terminals within a cooperative group receive different
data streams, each of the terminals should receive some
extra information from the AP destined to the neigh-
boring users. It will typically mean two bytes more per
packet [12]. Even though the size of a compressed header
is slightly increased in the cooperative case compared
with a conventional non-cooperative header compression
scheme, the overall bandwidth efficiency using peer-to-
peer help exchange is higher. Fig. 6 shows the average
bandwidth saving for cooperative header compression
(assuming two and three terminals in the group) and
for non-cooperative approach. The graphs are plotted
versus responsiveness of the network towards channel
errors measured in packets. The better performance of the
system exploiting cooperative behavior can be explained
by its error healing capabilities. Thanks to peer-to-peer
information exchange, the decompressor will stay opera-
tional for a long time without need for the context update.
One should note that it is exactly the request for the
update sent by a terminal to the AP and the full context
update sent by the AP that drain the system resources
(bandwidth and battery power).

The presented header compression scheme exploits
multipath diversity effect. Therefore, in the considered
scenario the assumption of uncorrelated errors on chan-
nels between the AP and the terminals is essential in order
to obtain performance gain. If the terminals experience
correlated channel errors, that is, the packet losses on dif-
ferent channel are correlated in time, cooperation should
be stopped. Additionally, if a user experiences favorable
channel conditions, the best strategy for him is not to join
a group. Indeed, under low packet loss rate the need for
the full context update is rare, and a user does not need
help from the neighboring terminals. This statement is
confirmed by Fig. 7.

B. Dowloading of digital content (Multicast service, uni-
cast transport)

Downloading of digital contents is a representative
example of multicast service over unicast transport chan-
nels. We assume that a server hosts a digital content,
which can be accessed by mobile terminals using the
cellular air interface. If they are further able to cooperate

Figure 8. Screenshots of the cooperative download application.

with each other over the short range link, the server
offers the possibility to download disjoint parts of the
digital content, which will be merged later over the
cooperative short-range links. In order to validate the dis-
cussed principles, a cooperative application for Symbian
based mobile phones was implemented. Two commercial
terminals (Nokia N70 phones) were employed in the
trial to illustrate the practicality of the concept. Both
terminals, within proximity of each other (in our test
the distance between the terminals was approx. 2 m),
use the BitTorrent file sharing approach. Both users are
assumed to download the same file at the same time.
The terminals use the Bluetooth module of the phones
to communicate with each other and a GPRS connection
to the base station. Using the GPRS link the terminals
can reach a predefined server in the IP backbone. The
IP server provides two download possibilities namely
full file (standalone download) and split-file version, with
two equally large files. In the standalone download, each
terminal downloads the full version in a given time T, with
a data rate R, spending an energy E. In the cooperative
download, obviously the download time is nearly halved,
thus T/2. The not so obvious benefit is the reduction
of the energy consumed by 44%. The reason for this
behavior lies in the lower energy per bit ratio of Bluetooth
than GPRS. In Figure 8, screenshots of the application
show the rates for the server (HTTP), the incoming and
outgoing Bluetooth connection, and the total incoming
data rate while the cooperative download is ongoing. This
data rate is referred to as virtual rate as it does not come
directly from the base station, but is nonetheless usable for
the application. This example shows how higher data rates
(without substantially increasing complexity) and lower
energy consumption (with an improved quality of service)
can be achieved through cooperation.

C. IP-services over DVB-H (Unicast service, multicast
transport)

The representative example considered here is of IP
services that are transmitted with the Parallel Elementary
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Figure 6. Bandwidth saving vs network responsiveness. Packet Loss
Rate= 2%, 5%.

Figure 7. Bandwidth saving vs network responsiveness. Packet Loss
Rate= 0.5%, 1%.

Stream technique in DVB-H networks. First two con-
cepts need to be introduced: time slicing and parallel
elementary steam. Time slicing is employed in DVB-
H to save power [14]. The idea of time slicing is to
convey data in bursts with long pause periods in between
instead of sending a steady low data rate stream. The
power consumption with time slicing depends on the burst
duration and the so called OFF-time period. There are
constraints of burst duration and OFF-time in DVB-H
networks. The burst duration must have minimum length
to relax the sensitivity requirements of the receiver. OFF-
time can not be too long due to quality of service aspects
such as the access time and zapping time2. Therefore,
there is clearly a trade-off between burst duration and
OFF-time to have optimum service access time and power
consumption.

IP-services over DVB-H can be transmitted in sequen-
tial elementary streams (SESs) or parallel elementary
streams (PESs) [14]. Both types of streams are transmitted
in a multicast or broadcast fashion. The SESs carry one
service in one burst, while PESs carry multi services in
one burst. The reason that multi services are bundled and
transported within the same burst is that the burst needs
to meet a minimum length requirement while the DVB-H
system tries to get the maximal utilization of the DVB-
H bandwidth. The use of parallel elementary streams
brings many benefits, for instance, zapping time reduc-
tion, bandwidth optimization, the possibility of sending
message type services in parallel to the main services,
etc. However, when mobile terminal receives its target
IP service carried by PES during one burst, it receives
also other services in the same burst block. In the state–
of–the–art, mobile terminal simply keeps the desired
elementary stream and discards the remaining ones. From
the entire system or network standpoint, the elementary
streams discarded by a given terminal could be used
by other mobile terminals. So in this scenario although
terminals have individual interested services (”unicast”

2Zapping time means the program or channel switching time.

Figure 9. Power saving gain by Cooperation

service), they can still cooperatively receive the DVB-
H bursts. Each cooperative node only needs to receive
partially the data over DVB-H link. Then the node does
not discard the unwanted packets anymore, but forwards
those packets to its cooperative peers over the short
range link. By reciprocity, it gets its missed packets from
those peers. Thus mobile terminals virtually increase the
OFF-time and reduce the average power consumption.
Fig. 9 shows that mobile terminal can attain 54% power
saving gain when it cooperates equally with other two
nodes. (Theoretically it can get 66% power saving but the
short range link also costs it some power consumption.)
Note that this cooperative strategy does not require any
modification in current DVB-H standard. The short range
link communication is easily implemented in the mobile
terminals.

In this cooperative example, the delay of pay off is one
burst cycle period, about 2-3 seconds. So it can also be
regarded as instantaneous reciprocity. It is very easy to
detect a cheater. Because in order not to miss the burst
the mobile terminal always uses hello message to check
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if its partners are still in its proximity before each burst
starts. If one node attempts to cheat and does not reply
the hello message, its partner will regard it unavailable
and stop cooperating right away.

D. Cooperative retransmission scheme (Multicast ser-
vice, multicast transport)

A good case in point for multicast service by multi-
cast transport is the cooperative retransmission scheme
for reliable multicast services in wireless networks. The
assumed scenario is that the multicast server connects
with Base Station (or Access Point) and multicasts data
over cellular link (CL). Many data dissemination appli-
cations such as software distribution, data distribution
and replication and mailing list delivery, etc. [15] require
reliable multicast. Traditional error/loss recovery schemes
such as pure ARQ, pure FEC or hybrid ARQ are not
efficient when they are applied to multicast scenarios
in wireless networks. The reason lies in the unreliable
and heterogeneous wireless channel, the battery powered
wireless terminals, the limited wireless bandwidth, and
others. For instance, pure ARQ has scalability issues
such as implosion and exposure [16]; and pure FEC can
not provide full reliability [17]. Performance of HARQ
degrades significantly for heterogeneous channels condi-
tions, which was proven in [17]. The idea of cooperative
retransmission is that the wireless terminals in the same
multicast group can form a cooperative cluster if they
are close to each other. Most of the losses/errors can be
recovered by local retransmission within the cooperative
cluster over the short–range link. A novel cooperative
retransmission protocol using a logical ring based mesh
topology is considered here. It means that the retrans-
mission duty is assigned to the node according to the
logical ring topology. But the node uses mesh topology
to multicast the requested packets within the cluster
when the node does its retransmission duty. It essentially
reduces the average number of transmissions required to
receive a packet reliably at all the receivers over the CL.
Consequently it improves CL bandwidth utilization. It can
also reduce retransmission delay due to the higher data
rate, shorter distance between transmitter and receiver
and higher reliability of the short–range link. One would
be concerned on the additional energy consumption in
the terminal resulting from the overhead on the short–
range link. However, fortunately, the energy overhead
on the short–range link is very low due to the energy
per bit is much lower on the short–range than in the
cellular link. Fig. 10 and Fig. 11 give the energy consump-
tion comparison of different loss/error recovery schemes.
Fig. 10 shows that the cooperative retransmission scheme
outperforms ARQ and Layered FEC, furthermore it has
comparable performance as HARQ under homogeneous
channel conditions. Fig. 11 illustrates the advantage of the
cooperative retransmission scheme under heterogeneous
channel condition. It can be seen that cooperative retrans-
mission scheme has better performance and attains 40%
energy saving gain compared with HARQ when there are

128 nodes in the multicast group and 5% nodes with bad
channel condition (20% packet loss rate) and the rest of
nodes with 5% packet loss rate.

The design of the cooperative retransmission protocol
highly follows the rules of cooperation. First it meets
the timely reciprocity requirements. The average delay of
the benefit feedback in the proposed cooperative protocol
is only at the order of seconds, which can be regarded
as nearly instantaneous reciprocity. Second, the node’s
position in the logical ring topology is ordered according
to the node’s contribution to the cluster (i.e., the number
of packets that the node has sent). It can effectively avoid
free riders. Last but not least, the nodes can tolerate
the delay of pay off when a small fraction of nodes
have higher packet loss. The nodes with good channel
condition will help the others to recover the packet
loss/error in the cooperative cluster due to the multicast
group membership. But the tolerance is on the condition
that the nodes with higher packet loss have done their best
to do contribution for the cooperative retransmission.

IV. DISCUSSION ON THE COOPERATION STRATEGY IN

THE CONSIDERED SCENARIOS

In this section we discuss on the possible cooperative
strategies in the four considered scenarios, highlighting.
The underlying principles of cooperative behavior ob-
served in nature can be summarized by the following five
rules: i) reciprocal behavior; ii) detection of cheaters; iii)
pay-off should be received within a pay off cycle; iv)
tolerance to the pay-off delay depends on membership
relation of the involved group members; and v) detection
and cognition of group members. A vast amount of
research has been conducted aiming at encouraging coop-
eration in peer-to-peer and wireless ad hoc networks. The
typical way to approach this problem is by introducing an
accountability mechanism (or a system of credits) on top
of trust to facilitate cooperation. Accountability should
provide guarantees for reciprocal behavior and avoid ”free
riders”. However, compared with the conventional peer-
to-peer networks, CCP2P should also cope with problems
that arise due to unpredictable behavior of wireless chan-
nel and heterogeneous packet loss rates experienced by
terminals.

It is a challenging task to ensure reciprocity and, at
the same time, to detect and punish (isolate) cheaters in
networks with a large population. It is not feasible for
terminals to keep track of all other counterparts which
have had interactions with them previously. The memory
requirements to account for the cooperation status with
all users can be prohibitively high. Additionally, due to
the large scale of the system, repeated interactions with
the same user are not likely to occur in such highly
populated scenarios. In the presented scenarios for CCP2P
cooperation, any user possessing a mobile device can
potentially act as cooperating entity, that is, a cooperative
group can be formed among any users of two billion
mobile phones. One can argue that the probability to
interact with terminals belonging to the people from your
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Figure 10. Energy saving gain of Cooperation Scheme (homogeneous
Packet Loss Rate).

Figure 11. Energy saving gain of Cooperation Scheme (heterogeneous
Packet Loss Rate).

address book is much higher compared with a probability
to form a cluster with a total stranger from another part of
the world. Indeed, clustering with trusted partners is easier
from the point of view of cooperation strategy complexity
and in many cases it is a much desired situation. However,
in the general situation the lack of history, (or in other
words zero-knowledge initial state) should be assumed.

Performance evaluation of the considered scenarios for
micro-cooperation in CCP2P networks has shown that
the gain from cooperative behavior is typically maxi-
mized for clusters with a small number of terminals.
In Scenarios 1 and 4 a group consisting of two or
three terminals seems to be optimal [12]. Then high
robustness of the compression (Scenario 1) or fast error
recovery (Scenario 4) can be achieved. In Scenario 3
more terminals result in higher power savings, but using
e.g. Bluetooth technology for short-range connectivity
the number of devices in a group should not exceed 8
(the number of devices in one piconet). Generally, the
optimal number of cooperating terminals will depend on
the particular technology that is chosen to support peer-to-
peer networking and parameters associated with cellular
link data transport (such as loss rate, delay etc). However,
varying values for different parameters, in our simulations
the best performance has been observed for groups of
size from 2 to 8 terminals [19]. Increasing the number of
terminals further, the performance gain from cooperative
behavior is dropping due to the overhead introduced by
short-range communication.

Considering the limited number of terminals in co-
operative groups, the task of guaranteeing reciprocity is
greatly simplified. This can be achieved by a simple tit-
for-tat strategy: individuals store the result of the last
interaction made by those they interact with and return
the same if they meet again in the future. In practice, the
tit-for-tat strategy can be realized with a counter-based
algorithm involving threshold values. When forming a
cooperative group, each user assigns a threshold value
(payoff margin) for all other members of the group. The
threshold represents the delay that the user can tolerate

in receiving a pay-off in the pay-off cycle. Each user
maintains a table that records information on previous
interactions with other terminals and contains current
status of a transaction history. The current payoff value
Payoffi,j can be calculated as follows:

Payoffi,j = Rewardj,i − Costi,j + σ (1)

where σ is a payoff margin, Rewardj,i is the service
provided to the jth user and Costi,j is the service received
from the jth user. The payoff margin and service are
measured in the number of data packets (Scenarios 2, 3
and 4) and the number of context updates (Scenario 1)
received over the short-range link. The Payoff value is
updated after each interaction. If Payoffij < 0, then
terminal i stops providing service to the terminal j.

Lets consider now how reciprocity can be ensured in a
wireless environment. We can define reciprocity as

Reciprocity =
Si × N

ST

where Si is the service provided by the ith user, ST is
the total amount of service exchanged in the group and N
is the group size. Reciprocity = 1 means absolute reci-
procity: a user receives the same amount of service he is
providing. Reciprocity < 1 corresponds to the case when
the user receives more service than what he contributes.
Reciprocity > 1 means that a user contributes more than
what he receives. Let us consider Scenario 1 with two
terminals forming a group for cooperative context state
exchange. Figures 12 and 13 show reciprocity versus life
time of a cooperative group for homogeneous case (the
average packet loss rate experiencing by the both users
is the same, 1%) and heterogeneous case (average packet
loss rate is 1% for one user and 3% for another user).
Both figures are plotted assuming infinity payoff margin.
In the first case we observe a convergence to absolute
reciprocity. The second case reflects unfairness between
users: one provides more service.

The unfairness problem observed in Fig. 13 can be
mitigated by applying payoff margin as suggested by (1).
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If the current value of the payoff counter becomes nega-
tive, a user stops providing service to the corresponding
terminal in the group and waits until he will be provided
with the service. A user experiencing high packet loss rate
exhausts the limit quickly, and many of his requests will
remain unanswered even though his partner is capable
to fulfill the requests. Considering i.d.d. packet losses
with 1% and 3% loss rates, on average two thirds of the
requests of the second user are not served. This degrades
overall system performance. However, as it is shown
on Figures 14 and 15, reciprocity can be guaranteed.
The payoff margin is set to be 5 in Fig. 14 and 50 in
Fig. 15. Smaller values for payoff margin means faster
convergence to the absolute reciprocity. Additionally, as
it is shown in [18], if the threshold value is chosen small,
by frequently joining and leaving the group, a cheater will
not receive much benefit.

When designing algorithms for cooperation among
wireless devices, additional issues should be taken into
account. Indeed, a terminal might not have the requested
content to share with other terminals in a group due to
the high bit error rates caused by the wireless channel as
well as unreliable transmission. Thus, this terminal can be
mistakenly assumed to be a cheater. Lets consider Sce-
narios 1 and 4. A terminal will request a context update
or a broadcasted packet from a neighboring terminal only
in case it has experienced a packet loss. A request will
not be fulfilled in two cases:

• another terminal is a cheater;
• channel errors experienced by two terminals are

correlated in time.

In both cases cooperation should be stopped. Therefore,
the tit-for-tat strategy can be applied without need for any
changes.

We should distinguish between a selfish node and a
cheater. A selfish node will not cooperate if it does not
bring any benefit for him, thus he might choose not to
provide any service to others and not to request any
service for himself. A cheater tries to acquire services
from others without providing service in return. It is not
a crime to be practical. We can expect that an egoistic user
will join a cooperative group only if needed, e.g., when
experiencing bad channel conditions and consequently
high packet loss rates (cooperating he can virtually reduce
packet loss rate), or when the terminal is a hand-held
device with limited battery capacity (cooperation will
increase his operating time). Considering a limited life-
time of a cooperative group, the best strategy for a
terminal with a lot of resources is not to join a group.
This will degrade the total performance of a group. To
overcome this problem, more complicated schemes can
be employed that virtually prolongs pay-off cycle. Using
a centralized approach, an AP can play a role of a
trusted authority. The record of cooperative interactions
is stored at the centralized entity and forming new group
the terminals does not start from zero-knowledge state, but
use their previous records. If in a decentralized approach
a separate status value is kept for each pair of terminals,

now it is substituted with one global variable. A well-
placed terminal might be willing to help other terminals
in a group in order to score points for his future usage.
Other schemes can be developed, e.g., when the amount of
scored points affects billing: a ”helpful” user can get a fee
reduction by the network operator. However, we should
note that virtually prolonging the pay-off cycle comes by
the price of significant overhead for maintenance of a
shared history and additional signalling for interactions
report.

As the last point, we would like to mention that the
cooperative behavior is dependent on the presence and
actions of other terminals in the vicinity. Device discovery
and intelligent clustering based on the available device
functionalities is essential for efficient cooperation. Here
we come to the fifth rule, detection and cognition of group
members, that is by itself a vast research topic.

V. CONCLUSIONS

In this paper we have discussed a composite archi-
tecture as well as an associated cooperative framework
aiming at enhancing performance and improving the
efficiency in the use of resources. The approach brings
into a closer and dynamic relationship cellular and peer-
to-peer networks. To achieve cooperation among cellular
terminals, a peer-to-peer network is formed using the
short-range connectivity capabilities of the terminals. As
in any kind of peer-to-peer network, in the considered
composite network, synergy and thus, performance gain,
depends on the willingness of the peers to cooperate.
We have presented and discussed four different scenarios
where cooperation among terminals in CCP2P networks
leads to improvement in Quality of Service, robustness,
delay, bandwidth utilization or power consumption. It has
been showed that a limited number of terminals in a co-
operative cluster (e.g., from two to eight) guarantees high
performance gain while the complexity of the cooperative
strategies remains low. The rich and dynamic cooperation
is the considered composite architecture offers a lot of po-
tential to improve key performance measures of wireless
networks and still remains as a largely unexplored area
for research.
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