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Abstract— In λ-grid networks, data files for job execution
are stored on file servers as replicas, and computing servers,
which execute jobs, download these replicas in parallel to
reduce downloading time. However, parallel downloading
raises blocking probability of lightpath establishments be-
cause it uses many links and thus wavelength resources are
wasted. To resolve this problem, we propose a dynamic
parallel downloading scheme with network coding which
encodes data at intermediate nodes. The proposed scheme
performs network coding by regarding file servers as in-
termediate nodes. In this scheme, a file is divided into
multiple blocks. A file server creates an encoded block
from those blocks and stores it as a replica. Computing
servers download encoded blocks from multiple file servers
in parallel. Through simulation experiments, we show that
the proposed scheme can improve the blocking probability
and the downloading time efficiently.

Index Terms— λ-grid, file replication, parallel downloading,
network coding, WDM

I. INTRODUCTION

Grid computing integrates geographically distributed
computing resources, such as CPU and storage, through
communication networks. Data grids which are one of
the grid computing techniques manage distributed data
and provide high performance computing [7], [13]. Fig. 1
shows a model of a data grid network. In data grid
networks, there are many sites each of which consists
of a file server (storage) and a computing server. File
servers store data files needed for job execution. Note that,
to distribute loads, data files are replicated on multiple
file servers. When a job is generated according to a
user request at a site, the computing server at the site
downloads these replicas from file servers in parallel to
reduce the downloading time [4], [9]. Then it executes
the job. However, even if parallel downloading is used,
the transmission rate is insufficient because the size of
files transmitted in data grid networks is very huge.

To enhance the transmission rate of data grids, λ-
grids which employ wavelength division multiplexing
(WDM) and lightpaths have been proposed [8], [16]. The
WDM increases the capacity of a fiber optic link by si-
multaneously transmitting multiple signals with different
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Figure 1. A data grid network.

wavelengths over a single fiber. The lightpaths guarantee
bandwidth for data transmission, and thus reliable data
transmission is realized. In λ-grid networks, before trans-
mitting data, a lightpath is established between sites with
a wavelength. Note that lightpaths cannot be established
with the same wavelength in the same link at the same
time. If the lightpath establishment is blocked, the file
transmission is also blocked. As a result, the computing
server cannot execute the job. Thus blocking of lightpath
establishments is one of the significant issues in λ-grid
networks.

In λ-grid networks as well as conventional data grid
networks, parallel downloading can be used to reduce
downloading time. However, parallel downloading in-
creases the blocking probability of lightpath establish-
ments because it uses more links than single downloading
and thus more wavelength resources are wasted [9], [24].
Furthermore, the blocking probability increases with the
number of file servers used for each parallel downloading
session because the number of lightpaths to be established
increases. Generally, downloading a file from too many
file servers is not effective in terms of the blocking
probability. Thus, to use parallel downloading efficiently,
we have to select file servers by means of appropriate
server selection schemes [5], [12], [24], [26] when there is
a file download attempt. For example, in [24], the authors
proposed a novel server selection scheme for parallel
downloading in λ-grid networks. In this scheme, file
servers are selected in consideration of network resource
availability. This scheme distributes loads for links and
suppresses the generation of bottleneck links. As a result,
this scheme reduces the blocking probabilities of lightpath
establishments and job execution requests.

Note that the performance of file server selection
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schemes depends on how many replicas of each file
are stored. The blocking probability decreases with the
increase of the number of replicas of each file for the fol-
lowing reason. If there exist a few replicas of a target file
in a network, download requests for the file concentrate in
specific file servers and lightpaths with long hops tend to
be established, so that wavelength resources are wasted.
On the other hand, if many file servers have replicas of
the target file, computing servers can select file servers
from many candidates and thus download requests are
distributed. Furthermore, lightpaths with short hops tend
to be established. As a result, wavelength resources are
used effectively and the blocking probability of lightpath
establishments decreases. However, the size of files is
generally very huge and the storage size is limited, so
that file servers hardly store many replicas. Therefore we
may not be able to efficiently use parallel downloading
in λ-grid networks.

In this paper, we propose a parallel downloading
scheme with network coding to enhance the performance
of server selection schemes in λ-grid networks. The main
idea of network coding [1] is that an intermediate node
encodes several incoming data to one or multiple outgoing
data, instead of simply forwarding data. In the proposed
scheme, network coding is done on an overlay network
by regarding file servers as intermediate nodes. A file is
divided into multiple blocks and a file server creates an
encoded block from these blocks and stores it. Comput-
ing servers download encoded blocks from multiple file
servers in parallel. Because file servers store only an en-
coded block as a replica for each file, the proposed scheme
enables file servers to store many replicas. Furthermore,
an original file can be recovered from encoded blocks,
regardless of selection of file servers from which these
encoded blocks are downloaded. Therefore the replicas
are downloaded with low wavelength resources, and thus
the blocking probability of lightpath establishments is
expected to decrease. As a result, the blocking probability
of job execution requests is also expected to decrease.

Network coding was first proposed in [1]. Since then,
it has been applied to multicast communications [19],
mobile ad-hoc networks [17], sensor networks [2], [11],
and P2P [10], [18]. However, to the best of our knowl-
edge, application of network coding to λ-grid networks
has not been considered. Therefore this combination is a
creative approach. Note that, in [10], the authors proposed
a scheme for content distribution of large files in P2P
that is based on network coding. In this scheme, a file is
divided into multiple blocks and peers store those blocks.
Whenever a peer needs to forward a block to another
peer, it produces an encoded block of all the blocks
it currently stores. The concept of this scheme may be
similar to our proposed scheme. However, our proposed
scheme differs from it because our proposal considers
characteristics of λ-grid networks as follows. In λ-grid
networks, the data size is very huge and thus the number
of files which can be stored on file servers is limited.
Thus, unlike [10], in our proposed scheme file servers

Figure 2. Dynamic parallel downloading (Si denotes a file server and
C denotes a computing server).

store at most one encoded block for each file to reduce
storage consumption. Furthermore, in λ-grid networks,
file servers used for downloading are selected when a user
request arrives, and are not changed during downloading.
According to those characteristics, our proposed scheme
develops a new efficient parallel downloading structure
with network coding for λ-grid networks.

The rest of this paper is organized as follows. In
Section II, we describe file replication and parallel down-
loading. Section III discusses our parallel downloading
scheme. In Section IV, the performance of the proposed
scheme is discussed with the results of simulation exper-
iments. Finally, we conclude the paper in Section V.

II. FILE REPLICATION AND PARALLEL DOWNLOADING

The size of data transmitted in data grid networks is
generally huge. Thus when a computing server downloads
a file, large amounts of bandwidth could be consumed. To
resolve this problem, files are replicated on multiple file
servers. File replication reduces the bandwidth consump-
tion and helps in load balancing. In data grid networks,
replicas are dynamically created and deleted on each site
according to replication schemes [3], [6], [21]–[23] or
caching schemes [14], [20]. In replication schemes, a file
server decides when and where to create a replica of one
of its files as necessary. On the other hand, in caching
schemes, when a computing server downloads a file, a
file server in the same site tries to store it. If there is no
storage space, the file server replaces stored files with the
new file, based on information such as usage of files.

Replicas are downloaded in parallel to reduce the
downloading time. Parallel downloading scheme is di-
vided into two categories: static and dynamic schemes [9].
In the static parallel downloading, before the download
of a target file starts, a computing server estimates the
throughput of file servers. The computing server then
requests a portion of the file proportional to the estimated
throughput, from each file server. However, the static
parallel downloading is not flexible because the portion
of the file has to be assigned in advance. As shown
in Fig. 2, in the dynamic parallel downloading, a file
is divided into many small pieces of equal size on file
servers. A computing server downloads one of the pieces
from each file server. When the download of a piece
from a file server finishes, then the computing server
downloads another piece from the file server, and this
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Figure 3. Network coding.

process continues until the whole file is downloaded. The
dynamic parallel downloading is more flexible than the
static parallel downloading because pieces are selected
dynamically according to network conditions. For exam-
ple, in λ-grid networks, computing servers can download
a target file from remaining file servers even if lightpath
establishments for some file servers are blocked. Thus in
this paper we focus on the dynamic parallel downloading.

III. PARALLEL DOWNLOADING WITH NETWORK

CODING

A. Network coding

Network coding is a novel mechanism to improve link
utilization by allowing intermediate nodes to encode data.
This paper uses linear network coding [15] on finite field
GF(q), where q denotes the size of finite field. In linear
network coding, each data is regarded as an element in
GF(q). We show an example of network coding in Fig. 3.
In this figure, we assume that data a1 and a2 arrive at
nodes X and Y. We also assume that nodes X and Y
have coding vectors cX = (c1, c2) and cY = (c3, c4),
respectively, where cj ∈ GF(q) (j = 1, 2, 3, 4). In
this case, data a1 and a2 are linearly encoded to data
x = c1a1 + c2a2 and y = c3a1 + c4a2 at nodes X and
Y, respectively. Node Z receives x and y. By solving a
system of linear equations, node Z can retrieve the original
data a1 and a2. Note that x and y have to be linearly
independent to each other to recover the original data.

In general, a set of N data an (n = 1, 2, . . . , N )
arriving at an intermediate node is linearly encoded to
single output data aout =

∑N
n=1 cnan (cn ∈ GF(q)),

where c = (c1, c2, . . . , cN ) denotes a coding vector
constructed at the node. The receiver node can recover
the original data by receiving N encoded data which are
linearly independent to each other.

B. Proposed scheme

1) Overview: The proposed scheme applies network
coding to a λ-grid network by regarding file servers
as intermediate nodes. Specifically, network coding is
done on an overlay network as shown in Fig. 4. In the
proposed scheme, a file is divided into multiple blocks. As
necessary, file servers create encoded blocks from either
these blocks or encoded blocks of other file servers and
store them. Note that file servers store only an encoded
block as a replica for each file. When a job request arrives,
a computing server downloads encoded blocks needed for
the request in parallel, and recovers the original file. Then
the computing server uses the recovered file to execute the
job.

Figure 4. Overlay network (Ei denotes an encoded block stored on file
server i).

Figure 5. Making procedure of encoded blocks (N = 2).

2) Procedure of making encoded blocks: In the pro-
posed scheme, encoded blocks are made at file server
m (m = 1, 2, . . . , M ) as follows, where M denotes the
number of file servers in the network. We first consider
the case whereby encoded blocks are created from an
original file. In this case, the original file is divided into
N (≤ M ) blocks Bn (n = 1, 2, . . . , N ) of the same
size, and then each block is divided into many small
pieces bn,k (k = 1, 2, . . . , K) of equal size, where K
denotes the number of pieces. At file server m, these
pieces are encoded into em,k =

∑N
n=1 cm,nbn,k, where

cm,n ∈ GF(q) denotes the nth element of coding vector
cm = (cm,1, cm,2, . . . , cm,N). File server m stores en-
coded block Em = {em,1, em,2, . . . , em,K}, which is N
times smaller than the original file, instead of the original
file. We illustrate an example of the above procedure in
Fig. 5, where N = 2.

We can also create an encoded block from other
encoded blocks which is made from the same original
file．Specifically, a set of N ′ encoded pieces en,k (n =
1, 2, . . . , N ′) can be encoded to em,k =

∑N ′

n=1 cm,nen,k

at file server m, where N ′ ≤ N . For example, when
an encoded block Em = {em,1, ei,2, . . . , em,K} at file
server m is created from an encoded block E i =
{ei,1, ei,2, . . . , ei,K} at file server i and an encoded block
Ej = {ej,1, ej,2, . . . , ej,K} at file server j, em,k =
cm,1ei,k + cm,2ej,k.

3) Dynamic parallel downloading with network cod-
ing: For any k, N pieces bn,k of the original file can
be recovered from any N linearly independent pieces
em,k. When a user request arrives, a computing server
downloads these encoded pieces with dynamic parallel
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Figure 6. Parallel downloading with/without coding (N = 2).

downloading as shown in Fig. 6 (a). Note that in this
figure, C denotes the computing server, and S1, S2, and
S3 denote file servers and they have linearly independent
encoded pieces. As we can see from this figure, for each
k, we select N file servers to download N encoded pieces,
if encoded pieces of a file can be downloaded from more
than N file servers. By doing so, the proposed scheme
can efficiently download the file from more than N file
servers.

As mentioned in Section II, replicas are dynamically
created and deleted according to replication or caching
schemes. In this paper, we assume that the proposed
scheme uses a caching scheme in which a file server
creates and stores an encoded block whenever a comput-
ing server at the same site downloads a file. Specifically,
when a user request arrives at a site, a computing server
downloads a file and a file server replicates and stores an
encoded block according to the following three scenarios.
Note that, in this paper, we assume that each computing
server knows which file servers have replicas of a target
file by using a replica catalog which has location infor-
mation of replicas [7].

1) If the file server at the same site has the original of
the target file, the computing server downloads it.

2) If the file server at the same site does not have the
original and the number of file servers which have
the desired encoded blocks is less than N , the com-
puting server downloads the original. Subsequently,
the downloaded file is encoded and stored on the
file server at the same site.

3) If the file server at the same site does not have the
original and the number of file servers which have
the desired encoded blocks is equal to or more than
N , the computing server downloads those encoded
blocks with dynamic parallel downloading as shown
in Fig. 6 (a). Subsequently, these encoded blocks are
re-encoded again and stored on the file server at the
same site.

Note that in scenarios 2) and 3), if storage of the file
server is full when the file server tries to store the new
encoded block, the file server replaces one or more stored
blocks with the new encoded block based on information
such as usage of files. Note also that, in scenario 3), N ′

described in Section III-B.2 is equal to N .

C. Advantage of the proposed scheme

The proposed scheme can perform dynamic parallel
downloading efficiently because each file server stores
only an encoded block which is N times smaller than
the original file. In order to explain the effectiveness of
the proposed scheme, we assume two conventional non-
encoded schemes. In the first scheme, each file server
stores the whole copy of each file. Thus each piece
can be downloaded from any file servers as shown in
Fig. 2. However, the number of replicas stored on file
servers tends to be small because the size of files are
huge and the storage size of each file server is limited.
Thus lightpaths with long hops tend to be established
because there are few replicas of each file in the network.
Therefore wavelength resources are wasted. On the other
hand, in the proposed scheme, file servers can store
more replicas because it stores only encoded blocks as
replicas. As the second scheme without network coding,
we also consider the case whereby each file server stores
a non-encoded block Bn (see Fig. 5). In this case, the
downloading performance mainly depends on the location
of blocks as shown in Fig. 6 (b). Specifically, while blocks
stored on many file servers can be downloaded quickly,
downloading of blocks stored on a few file servers takes
much time. Furthermore, all kinds of blocks are needed
to recover an original file, i.e., B1 to BN . Thus even
if blocks other than Bn are collected, the original file
cannot be recovered without Bn. On the other hand, the
proposed scheme can recover the original file from any
blocks as long as they are linearly independent to each
other. As a result, the proposed scheme can use dynamic
parallel downloading more efficiently than those non-
encoded schemes.

Note that the proposed scheme has some disadvantages.
Specifically, the proposed scheme divides each file into
N blocks, and thus N has to be decided in advance.
Furthermore, at least N file servers are needed for each
parallel downloading because at least N linearly indepen-
dent blocks are needed to recover the original file.

The proposed scheme can be applied to conventional
data grid networks without optical networking. However,
the proposed scheme is more suitable for λ-grid networks.
In conventional data grid networks, the transmission rate
varies according to network conditions. Thus the proposed
scheme may not be effective in conventional grid net-
works, because downloading from at least N file servers
is needed. Specifically, downloading time depends on the
throughput of the slowest file server when the network has
few replicas. On the other hand, because lightpaths guar-
antee the bandwidth in λ-grid networks, the downloading
time of each file server is almost the same, regardless of
network conditions. Thus the proposed scheme is effective
in λ-grid networks and this paper focuses on λ-grid
networks.
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Figure 7. Network model.

IV. PERFORMANCE EVALUATION

A. Model

To evaluate the performance of the proposed scheme,
we conduct simulation experiments with a network model
shown in Fig. 7. It consists of 24 nodes and 43 bi-
directional links. Each node has a site, and it plays
both roles as a computing server and as a file server.
To establish lightpaths, we use wavelength routing with
backward reservation [25]. We assume that there are no
wavelength converters at any nodes. We also assume that
each file server has a linearly independent coding vector.
For simplicity, we assume that the propagation delay of
each link is equal to 1 [msec], and the processing time
of signaling at each node is equal to 0.1 [msec]. We
also assume that the bandwidth D of each wavelength
is equal to 10 [Gbps]. The total number W of available
wavelengths is set to be 32 and the number F of different
files is set to be 24, unless stated otherwise. Every original
file is stored on one of file servers and the size S of
storage of each file server is set to be 10 [Tbyte], unless
stated otherwise. We define ρ as the offered load per
wavelength:

ρ =
8 × λ × L × 103

D × W
,

where λ [1/sec] denotes the average arrival rate of job
execution requests at each site and L [Tbyte] denotes
the average file size. For each scenario, we collect 30
independent samples from simulation experiments, and
95% confidence intervals are shown in each figure (even
though most of them are invisible).

For the sake of comparison, we use two schemes
without network coding as described in Section III-C.
Specifically, in the first scheme, each file server stores
the whole file, and in the second scheme, each file server
stores a non-encoded block Bn. In this paper, to dynami-
cally create and delete replicas, we use a simple caching
scheme which replaces one or more stored replicas which
have the oldest access time with a new replicas. Note that
in the second scheme, a block to be stored are randomly
selected from blocks of a downloaded file.

As mentioned earlier, downloading a file from too
many file servers is not effective in terms of the blocking
probability. Thus in this paper we apply a simple server
selection scheme, which restricts the maximum number P
of file servers used for each parallel downloading session
as follows. In this scheme, a computing server first tries to
establish a lightpath for each P file servers with the target
file (or replicas) based on the shortest path routing when a

Figure 8. Blocking probability of the first scheme.

Figure 9. Blocking probability of the second scheme (N = 4).

job execution request arrives. If there are more than P file
servers, P file servers which located near (in terms of the
number of hops) from the computing server are selected.
Note that in the second scheme, we select each block Bn

in a round-robin fashion. If any lightpaths for file servers
are blocked, the computing server downloads the file
from remaining file servers in parallel. The job execution
request is blocked if the number of established lightpaths
is less than the minimum required number of lightpaths
for the download, i.e., one in scenarios 1) or 2), and N
in scenario 3). Note that in the first scheme the required
number is one. Note also that, in the second scheme the
required number is one or N , like the proposed scheme.

B. Performance in a homogeneous model

In this section, we evaluate the performance of the
proposed scheme in a homogeneous model. In this model,
the size Lf of file f (f = 1, 2, · · · , F ) is fixed to 2
[Tbyte]. We assume that user requests of job execution at
each site is generated according to a Poisson process with
rate λ, and the target file is independently chosen equally
likely among all possible files except original files stored
at the site.

1) Impact of the maximum number P of file servers:
First, we examine the impact of the maximum number
P of file servers used for each parallel downloading
session. Figs. 8-10 show the blocking probability of job
execution requests as a function of the offered load ρ for
the first scheme which stores the whole file, the second
scheme with N = 4 which stores a non-encoded block,
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Figure 10. Blocking probability of the proposed scheme (N = 4).

Figure 11. Average downloading time in the first scheme.

and the proposed scheme with N = 4, respectively.
Also, Figs. 11-13 show the average downloading time
as a function of the offered load ρ for the first scheme,
the second scheme with N = 4, and the proposed
scheme with N = 4, respectively. Note that the blocking
probability BPr of job execution requests is defined as

BPr =
# of blocked job execution requests

# of job execution requests
.

Note also that the downloading time denotes the dif-
ference between the start time and finish time of the
file transmission. We assume that, in the first scheme,
downloading time is 0 when a replica is downloaded from
the same site because it has the whole replica. In those
figures, “whole (P = p)” represents the result of the
first scheme with P = p and “block (N = n, P = p)”
represents the result of the second scheme with N = n
and P = p. Also, “proposal (N = n, P = p)” represents
the result of the proposed scheme with N = n and P = p.
The schemes labeled with “whole (unlimited)”, “block
(N = n, unlimited)” and “proposal (N = n, unlimited)”
mean that there are no limits on the number of file servers
used for each parallel downloading session. Note that the
second scheme and the proposed scheme with N = 4
does not have the case of P = 2 because at least four file
servers are needed to recover an original file.

As we can see from Figs. 8-10, the blocking prob-
ability increases with P in all schemes. On the other
hand, as shown in Figs. 11-13, the average downloading
time basically decreases with P , because the number of

Figure 12. Average downloading time in the second scheme (N = 4).

Figure 13. Average downloading time in the proposed scheme (N = 4).

file servers used for each parallel downloading session
increases. We observe that, in the first scheme, the average
downloading time is the largest when P = 2 and the
average downloading time does not decrease when P
is more than 4. This result implies that each file is
stored on only four or five file servers on average. In
the second scheme and the proposed scheme, the average
downloading time decreases with the increase of P even
when P is more than 4, because the size of blocks is
smaller than the whole file and thus more blocks can be
stored at file servers.

2) Effectiveness of the proposed scheme: Figs. 14 and
15 show the blocking probability BPr of job execution
requests and the average downloading time as a function
of the maximum number P of file servers, respectively
for ρ = 0.5. We observe that the proposed scheme
can reduce the blocking probability more efficiently than
the first and second schemes. We also observe that the
performance of the proposed scheme with N = 4 is
more efficient than that with N = 2, because the increase
in N means the increase in file servers which have a
target file. Specifically, the proposed scheme with large
N can easily select nearby file servers, and therefore
wavelength resources are not wasted. Furthermore, the
average downloading time in the proposed scheme is
smaller than that in the first scheme except when P = 2.
Note that in the first scheme, downloading time is 0
when a computing server downloads a replica from a file
server located in the same site. Thus when P = 2, the
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Figure 14. Blocking probability (ρ = 0.5).

Figure 15. Average downloading time (ρ = 0.5).

downloading time in the first scheme is smaller than that
in the proposed scheme. Furthermore, the downloading
time in the proposed scheme is slightly smaller than that
the second scheme because of the advantage described in
Section III-C. We also observe that the proposed scheme
with N = 4 reduces the average downloading time
more efficiently than that with N = 2. Specifically, the
proposed scheme with N = 4 shows the best performance
in terms of both of the blocking probability and the
average downloading time.

Figs. 16 and 17 show the blocking probability BPr

of job execution requests and the average downloading
time as a function of the offered load ρ, respectively
for P = 6. We observe that the performances of the
proposed schemes with network coding are better than the
schemes without network coding and the performance of
the proposed scheme with N = 4 is excellent, regardless
of the offered load.

Next, we examine the blocking probability BP l of light-
path establishments. Note that this blocking probability
is different from the blocking probability BPr of job
execution requests discussed above and it is defined as

BPl =
# of blocked lightpaths

# of lightpath establishment requests
.

A job execution request is blocked when one or more
of its lightpaths are blocked. Fig. 18 shows the blocking
probability of lightpath establishments as a function of the
maximum number P of file servers for ρ = 0.5. As we
can see from this figure, the proposed scheme can reduce

Figure 16. Blocking probability.

Figure 17. Average downloading time.

the blocking probability of lightpath establishments effi-
ciently and with N = 4, it shows excellent performance.
We also observe that the blocking probability of each
scheme increases with P . The reason is that many light-
paths exist in the network and thus wavelength resources
are wasted when P is large. As a result, as shown in
Fig. 14, the blocking probability BPr of job execution
requests also increases with P .

Fig. 19 shows the blocking probability BP l of lightpath
establishments as a function of the offered load ρ for P =
6. We observe that the proposed scheme with N = 4 has
the best performance, similar to the result in Fig. 16. This
result implies that the proposed scheme uses wavelength
resources efficiently.

3) Impact of the number of wavelengths: Next, we
examine the performance of the proposed scheme against
the number W of available wavelengths. Fig. 20 shows
the blocking probability BPr of job execution requests
as a function of W for ρ = 0.5. When the number of
available wavelengths is small, the blocking probabilities
of the proposed schemes with N = 2 and N = 4 are
the almost same. The reason is that the proposed scheme
tends to simultaneously establish many lightpaths and thus
bottleneck links are often generated. We also observe that
the blocking probability of the proposed scheme improves
dramatically with the increase of W because bottleneck
links are rarely generated.

Fig. 21 shows the average downloading time as a
function of W for ρ = 0.5. As we can see from this figure,
the proposed scheme with N = 4 shows the excellent
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Figure 18. Blocking probability of lightpath establishments (ρ = 0.5).

Figure 19. Blocking probability of lightpath establishments.

performance. Therefore, we conclude that the proposed
scheme keeps the superior performance, regardless of the
number W of wavelengths.

4) Impact of the number of different files: We examine
the impact of the number F of different files. Fig. 22
shows the blocking probability BPr of job execution
requests as a function of the number F of different files
for ρ = 0.5. Also, Fig. 23 shows the average downloading
time against F for ρ = 0.5. We observe that the blocking
probability and the average downloading time of each
scheme increase with F . This is because the number
of replicas of each file which is stored in the network
decreases. We also observe that the proposed scheme with
N = 4 can efficiently reduce the blocking probability
and the average downloading time. We conclude that the
proposed scheme keeps the superior performance even if
the number F of different files increases.

5) Impact of the storage size: Finally, we evaluate the
performance of the proposed scheme against the storage
size S of each file server. Figs. 24 and 25 show the
blocking probability BPr of job execution requests and the
average downloading time as a function of S, respectively
for ρ = 0.5. We observe that the blocking probability
and the average downloading time are nonincreasing
functions of the storage size. We also observe that the
proposed scheme improves the blocking probability and
the average downloading time efficiently. Note that the
blocking probability of the proposed scheme with N = 4
touches bottom at S = 14 because each file server has

Figure 20. Blocking probability (ρ = 0.5).

Figure 21. Average downloading time (ρ = 0.5).

replicas of all files when S is equal to or larger than
14. Thus the performance of the proposed scheme with
N = 2 is better than that with N = 4 when S is large.

C. Performance in a more realistic scenario

We evaluate the performance of our scheme in a more
realistic scenario. For this purpose, we assume that the
mean arrival rate λi of job execution requests from site
i is proportional to the ratios in Table I. We also assume
that the target file is chosen in proportion to the ratios
in Table II. Note that values in those tables are generated
randomly. Furthermore, we assume that the size Lf of file
f follows an exponential distribution with mean L = 2
[Tbyte], where Lf is normalized in such a way that the
total file size is equal to

∑F
f=1 Lf = 48.

Figs. 26 and 27 show the blocking probability BP r

of job execution requests and the average downloading
time as a function of the maximum number P of file
servers, respectively for ρ = 0.5. We observe that the
proposed scheme can reduce the blocking probability and
the downloading time more efficiently than the schemes
without network coding, similar to the results in the ho-
mogeneous model. We also observe that the performance
of the proposed scheme with N = 4 is more efficient than
that with N = 2.

Figs. 28 and 29 show the blocking probability BP r

of job execution requests and the average downloading
time as a function of the offered load ρ, respectively for
P = 6. As shown in Fig. 28, the blocking probability of

432 JOURNAL OF COMMUNICATIONS, VOL. 5, NO. 5, MAY 2010

© 2010 ACADEMY PUBLISHER



Figure 22. Blocking probability (ρ = 0.5).
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Figure 23. Average downloading time (ρ = 0.5).

the proposed scheme is smaller than that of the schemes
without network coding. Furthermore, as we can see from
Fig. 29, the average downloading time in the proposed
scheme is also smaller than that in schemes without
network coding. Generally, the proposed scheme shows
the excellent performance in terms of both the blocking
probability and the average downloading time in this
scenario, similar to the results in the homogeneous model.

V. CONCLUSION

This paper proposed a parallel downloading scheme
with network coding in λ-grid networks. The proposed
scheme allocates encoded blocks to file servers with net-
work coding, and thus reduces the storage and effectively
uses dynamic parallel downloading. Through simulation
experiments, we showed that the blocking probability
and the downloading time were improved significantly
by the proposed scheme. In this paper, we assumed
that the proposed scheme worked with a simple caching
scheme. However, other file replication schemes can also
be combined with the proposed scheme. In the future
work, we are going to evaluate the performance of the
proposed scheme with those file replication schemes. The
result of this ongoing research will be reported somewhere
else.
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