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Abstract— The massive and timely delivery of media is In Fig. 1, we depict the evolution of service com-
gradually integrating itself with the dynamic composition  position methodologies from the viewpoint of dynami-
of media-oriented services so that new types of customized cally coordinating the service and resoureeg(, proces-
media services can be created according to the diverse de- . ’ .

mand of end users. The resulting effective and differentiagd SO MeMory, b?ndWMth, storage) components. Fig. 1(a)
networking support will become one of the most important ~ Shows the traditional methodology where each of ser-
requirements of the network infrastructure in the future. vice components is tightly integrated and consequently
In this survey paper, we first present the emerging trend  composed for the monolithic service. This methodology,
on the interaction of media-oriented service composition \yhich has dominated in the Internet, is no longer suitable
and overlay-based networks by introducing related technial . L . . o
issues. Then, we describe the top-down and the bottom- beca_use it cannot accommodate _mcrea;mgly d|ver3|_f|ed
up approaches that coordinate service mapping using the requirements of end users. In addition, since the services
service overlay networks (SONs) and provisioning resouree  randomly share a common resource infrastructure for data

for them, respectively. Finally, we examine latest reseaft  delivery, it is difficult to provide a certain level of qualit
on futuristic overlay networks for service realization. of service (QoS).

Keywords: Service oriented architecture, media- Fig. 1(b) presents the concept of service composition,
oriented service composition, service mapping and placevhere the service overlay network (SON) is employed as

ment, service overlay networks, and P2P networks. an intermediate layer to facilitate the flexible creation of
services and the resource provision for QoS. Composing

basic service components in such a manner allows more
flexibility and reusability in building media-oriented ser

In the last decade, quite a few new network architecyices. However, balancing the quality among multiple in-
tures, including the overlay network, the content deliverystances of composed services remains unresolved because
network (CDN), and the peer-to-peer (P2P) distributethither allocated resources are confined to the network
network, have emerged to facilitate the massive and timelyandwidth or they are logically partitioned.
distribution of continuous mEdlaﬂg, audio and video. F|g 1(0) depicts an ideal and futuristic methodo|ogy for
Continuous media delivery has gradually integrated itselfervice composition, where virtualization techniqued wil
with the dynamic composition of media-oriented serviceseyolve to fully partitioned resources without interferenc
to result in new customized media services so as tqhjs allows the dedication of proper set and amount of
meet the diverse demand of end users [1], [2]. Effectivgesources to each service component to flexibly provision
and differentiated network support will become one ofresources for the composed services. If we can develop
the most important requirements for the future networky scalable and reliable coordination mechanism (with
infrastructure. In this survey, we attempt to review theOr without an additional |ayer) between the Composed
emerging trends on the interaction of media-orientedervice and virtualized resource components, it offers

I. INTRODUCTION

service composition and overlay/P2P networking. an ideal solution for the future. However, this kind of
Corresponding author: JongWon Kim research is still in the beginning stage.
Manuscript received November 30, 2009; revised Februay2010; In line W_'th the evolut!on of service composition
accepted March 12, 2010. methodologies, we examine the network support for
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Figure 1. Evolution of service composition methodologi@s: the traditional, (b) the current and (c) the future one.

media-oriented service composition with the following Il. OVERVIEW ON MEDIA-ORIENTED SERVICE
coverage: COMPOSITION AND SERVICE OVERLAY NETWORKS

. Undgrstanding media-oriented service compositiory  nedia-Oriented Service Composition
and its support via SONSs; _

. Coordinating service mapping/placement on top of Over the last decade, there has been a huge increase of
SONs (top-down approaches); media contents delivered through the Internet. As the per-

(bottom-up approaches); driven multimedia systems have become critical to sup-

« New types of overlay networks for futuristic service POIt diversified media contents and tools, compose new

composition. contents, and deliver contents across various computing
and networking environments. To realize this vision,

media-oriented service composition and the overlay/P2 esearch and. developm(_ant under the general name of
he service-oriented architecture (SOA) [3], [8] has been

network infrastructure. Due to its wide scope, relatively : .
. . . ~2conducted to address the fundamental issues of service
little effort has been made to explain the above interaction

. . composition. In the SOA paradigm, complex tasks are first

By focusing on the SONs, we attempt to provide a : : -
: . decomposed into smaller independent entities that support
balanced survey that overviews related issues and th

evolution of approaches from both top-down and bottom—Iﬁtemperablllty €., web services, which are the most

. . . . popular implementation of SOA). Then, flexible service
up dlrectlons. It is worthwhile to point out that _ther_e composition can be performed in a variety of ways.
exist overview papers on each of the two topics in-

dividually. For example, we refer to [3] for more in- This paradigm has made a broad impact to the multime-

depth discussion on service composition and [1], [4] fordla community. That is, we see a migration from mono-

= mecia exension. e iso reer to 19, [6] and 1110 U0 appieatons o ool comporert |
for structured/unstructured P2P overlay networks, gener ' P P 9

classification about overlay networks and multimedia dis‘:%"”md'a1 applications by composing diverse media-oriented

N : services on demand. However, due to the resource-savvy
tribution over overlay/P2P networks, respectively. - . .
. . . characteristics (in terms of bandwidth and delay/delay
The rest of this paper is organized as follows. In Sec. Il

) ; : i f multi i licati i licatioh
we present the emerging trend on the interaction of medlzll—tter) of multimedia applications, a direct applicatioh o

. . o web- r rch results is still difficult. Many charac-
oriented service composition and overlay-based networktseb based research results is still difficult. Many charac

. . . . eristics of web service composition and media-oriented
by introducing related technical issues. Then, focusin P

on the SONs, we describe the top-down and the bot,[Om[_dfe]rwce composition were comprehensively compared in
Vi

;‘gs aggt:\?gchf};?ﬁ;:;gev'vrger?ggggt Theselgtséslt” rzgceialrc Combining the web-based service-oriented concept and
PECLVELY. ’ P . N {Fle sophisticated handling and processing of multimedia
on futuristic overlay networks for service composition in data brings the benefit that enables the reuse of existing

Sec. V. Finally, concluding remarks are given in Sec. VI. . . . .
services and provides an attractive way for dynamic
I , , — : production and customized delivery of media contents
Most interaction approaches surveyed in this paper arerigefoe

any kind of service composition while they are applicabletite case 'O end_ users. It IS eXPeCted that the emerging complex
of media-oriented service composition with special aresngnts. tasks in the multimedia domain will demand a strong

In this paper, we provide a survey on the interactioh
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support of service composition so as to build systems
in a scalable, easy-programmable and flexible manner.
Generally speaking, media service composition is a pro-
cess where multiple media servicesd.,media retrieval, organizations. It allows applications to be adaptable,
transcoding, display services) are connected via funation reconfigurable and fault-tolerant.
and data dependencies to create a new composite servithe middleware scheme is more feasible among the above
(e.g., a video-on-demand service) over heterogeneouthree since it enables seamless and reliable service com-
and distributed network infrastructures. A taxonomy ofposition with careful observation of resource availailit
media-oriented service composition was given in [1], By taking the media-oriented service composition in
which provides a classification of service composition toFig. 2 as an example, we can represent the targeted service
support complex media workflows and presents methodsomposition, called a composite service, as an aggregation
for media-oriented service composition in detail. of component services with a functional service depen-
We use an example as shown in Fig. 2 to explain thelency graph [9]. Under given pre-/post-conditignthe
concept of media-oriented service composition [9], [10].service dependency graph indicates the process of serving
It provides a service composition scenario for distributeca purpose in the SOA.
video editing and streaming in a futuristic personalized Each component service is specified by the follow-
broadcasting system, which supports user-friendly intering elements: 1) service name (representing the primary
face via haptic-interaction, 3D visual display and sur-functions of the service); 2) service code (implementing
rounding sounds, and customized video editing and conthe atomic work item of the service and permissible
position. In this system, both live content streaming ando be replaced by a software tool or a workflow for
on-demand content services feed multimedia data contirgn atomic task); 3) pre-conditions and post-conditions
uously, and the video composition service mixes thes¢being matched in a transition from one service to another
two streams into an integrated and customized streagervice); and 4) execution time (indicating a period in
according to the demand of end users. The caching servisghich the service should be run). The performance of
provides speedy duplication of media data with local storeach component service is characterized by
age. The multicast service enables multi-destination de- « computing cost — CPU usage rate and mem-
livery of the stream. In this example, two display services ory/storage volume consumed in data processing;
are shown to illustrate heterogenous display environments « networking cost — delay and bandwidth needed for
with different capabilities in processing power, screen data transmission;
resolution and network bandwidth. The networked display « availability — the probability to execute the service
service can receive multiple tiled streams via the multicas successfully;
service directly and present the contents on ultra-highand other QoS performance metrics. Then, by binding
definition displays. On the other hand, the normal displayand consuming resources in running the aggregate of
service, which cannot receive and process all streams du@mponent services, a composite service would fulfill
to lack of computing/networking resources, relies on thedesired QoS performance requiremergsg(, execution
transcoding service for stream conversion. time, pre-/post-conditions, etc.) of the composite servic
To realize the above service composition in a system- Several metrics have been proposed in [12], [13] to
atic way, several modeling schemes have been proposegialuate a composite service. They include:
They are classified into categories of static composition « execution time — equal to the sum of the execution
(services to be composed decided at design time), dy- time of each component service involved in this com-
namic composition (services to be composed decided at position (in the case of sequence composition) or less
run time), automatic composition (no user intervention) than the sum (in the case of parallel composition);
and manual composition (user-driven composition). Dy- « computing cost — the amount of computing resources
namic and automatic composition can be further catego-  of all component services;
rized into the following three types [2], [11]. « networking cost — the amount of networking re-
sources of all component services;

Examples include policy-based, input/output depen-
dency methods. This scheme enables functionalities
and access to resources available from different

« Atrtificial intelligent (Al) scheme

Examples include the finite state machine and Petri
Nets. This scheme is often used to model the rela-
tionship between components of a complex service.

« composition sustainability — presenting the possibil-

ity of available alternative compositions when one or
more component services fail.

Although the ideas of various Al methodologies look .
S e : . B. Challenges in Network Support
promising, they are difficult to apply in practice. ) ] ) N
. Semantic scheme To enable the media-oriented service composition, the
Examples include rule-based and service dependendyStem-wide support should be arranged. It usually begins
graph methods. This scheme examines service confiith modeling a target composite service through appro-
patibility, takes both functional and non-functional Priate component services. Then, to fulfill the composi-
requirements into account, and allows reasoning o#{On requirements, we have to discover, select, negotiate
which component is best to use in each situation.
o The middleware scheme

2The pre-condition and post-condition are synonymous fspeetive
input and output QoS parametersd., media formats).
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Figure 2. The conceptual diagram of media-oriented serv@raposition.

and execute services. For service discovery, we need a positions — media-oriented service taxonomies and
repository to store the information of all available seedc semantic ontology multimedia language.

and process queries about services. Typically, severglhe jtems highlighted in italic font are specifically re-
nodes in a network can act as repositories and, dependifgted to the network support for media-oriented ser-
on the number of nodes involved, the repository itselfyice composition. These challenges are demanded by
can be either centralized or distributed. Other essentiqbos_provisioning for media-oriented distributed app“_
operations €.g., name resolution, proxy operation, etc.) cations/services. They cover the whole fused process
can be deployed on dedicated and possibly distributegf service composition via service modeling, mapping
nodes in the network. Due to the diverse nature of thoordination, and resource provisioning/management.
supporting networks and devices in terms of availabil- Fyrthermore, interactive coordination and management
ity, bandwidth and quality, it is challenging to create ashould be arranged among key players such as end users,
transparent platform to execute the desired media-odentehetwork providers, and service providers. The issue of
service composition. “who will play the leading role in this interactive coordi-
We may state the above challenges more formally. Itation/management” is important, since each choice may
order to create a large-scale distributed media applieatio impose a distinctive set of requirements. It is related éo th
the underlying infrastructure (systems and networks) musifficiency of the whole solution, leading to the scalability
provide a strong support across multiple protocol andyf g |arge-scale deployment.
service layers for the overall service composition process
Challenges to enable large-scale multimedia systems and
applications are listed for infrastructure and semanttada C- From Overlay Networks to SONs
aspects, respectively, in [4]. They are summarized below. An overlay network can be simply viewed as a network
o Challenges in the network infrastructure @oS that is built on top of another network [6]. Nodes in the
mechanisms for service compositiand QoS-aware overlay network can be thought of as being connected
policies for service composition by virtual or logical links, each of which corresponds
« Challenges in the system infrastructure — broad availto a path, perhaps through many physical links, in the
ability of multimedia OS,automated service graph underlying network. With this general definition, P2P
establishmenand handling heterogeneous devices. networks are overlay networks when they run on top of
« Challenges in semantic data modeling for composithe Internet. In [5], which contains an extensive survey
tion — modeling of service synthesis, service discov-and comparison of various structured and unstructured
ery, service selection and service execution. P2P networks, P2P networks are viewed as one type
« Challenges in creating semantic meta-data for comef overlay networks. The P2P overlay networks offer a
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long list of features, including selection of nearby peersment, traffic engineering and QoS guarantees on a much
redundant storage, efficient search/location of data itemsoarser granularity (per SON). Note that the SON intro-
data permanence or guarantees, hierarchical naming, trustices a new level of traffic aggregation called service
and authentication, and anonymity. P2P overlay networkaggregate, and the underlying network aggregates traffic
potentially offer an efficient routing architecture that is based on the SONs they belong to and performs traffic
self-organizing, massively scalable, and robust in a widend QoS control accordingly based on the corresponding
area, combining fault tolerance, load balancing and exservice level agreements (SLAs). For example, a service-
plicit notion of locality. They are known to provide a good oriented P2P system, called the P2P service overlay, was
substrate for large-scale data sharing, content disioibut proposed in [21], where peers provide media files as
and application-level multicast applications. well as a number of application service components such
The merits of P2P overlay networks have spurrechS media transcoding, data filtering and application-level
numerous trials in a wide range of applications anddata routing.
services with an objective to utilize fully-distributed,
cooperative network power with peers to build a self-p. Design Issues in SONs
organizing system. All previous experience has led to
a formal definition. That is, an overlay network is an
application-layer virtual or logical network in which end
points are addressable and that provides connectivit
routing, and messaging between end points. It consis
of peer nodes that self-organize into a distributed dat
structure based on the application criteria. The resultin%
overlay networks provide the flexible and extensible func-
tionalities to emerging services via an underlying networka

that_|s |anex_|bIe and cannot adapt io the dynam|callyt0 end users. Currently, several end-user overlay networks
varying requirements. ) such as MBone (multicast backbone) [22], CAN (content

In early years, most overlay networks were designedqgressable network) [5], and RON (resilient overlay
as an alternative solution to support value-added servicggstwork) [15] have been designed and deployed to support
such as multicast [14], fault tolerance [15], security [16]yaye-added services. They deal with issues such as
and so on (Also refer to separate discussion about A?t'Vﬁonstraint-based topology generation, QoS-aware routing
Networks in Box #1). They also attracted a lot of attentiona |t recovery/resilience networking and load balancing.
from the industry as a means to deliver QoS-sensitive one example of the end-user SON is the P2P-based
services over the Internet. Meanwhile, most of them wer&on in [21]. Another example is the RON proposed in
end-user overlay networks constructed among end hos{gs] The RON routes packets through paths optimized
without support from intermediate nodes in the underlyingo application-specific metrics. RON nodes actively mon-
network €.g, routers). The initial overlay networks did jior the quality of paths connected to their neighbors
not leverage the information of the underlying networkang decide where to route packets based on collected
topology and, as a result, experienced significant perfofinformation and application requirements. Similarly, the
mance problems such as high link stress and increasegine overlay architecture [23], [24] uses the hop-by-hop
end-to-end latency due to topological inefficiency. reliability of overlay links to reduce latency and jitter

To facilitate existing and futuristic QoS-aware applica-of connections. By applying TCP-like loss recovery and
tions, a new framework to support overlay applications iscongestion control on each overlay link, this approach can
demanded [18], [19], [20]. Instead of application-specificdetect packet loss faster and recover packets locally.
overlays, proposals have been made to develop a generalaithough being highly flexible by decoupling services
overlay network, called the SON, which is to be shared byfrom the network, end-user SONs usually cannot guar-
a variety of applications. In this context, overlay netw®rk antee end-to-end QoS, since this overlay architecture has
are proposed as a service backbone for QoS support. Thi§ cross many intermediate domains, where some domain
is needed since supporting the end-to-end QoS of medianay not provide the desired QoS support to end users.
oriented services is difficult with pure end-user overlayMoreover, it is difficult to develop an attractive business
networks. An integrated overlay is envisioned where eackodel for ISPs (Internet Service Providers) to adopt end-
overlay network is managed by a third party. user overlays.

Besides the capability to provide the end-to-end QoS 2) Backbone SONSs:n backbone SONs, networks
for media-oriented services, the SON architecture hamanaged by a network service provider are used as a
several important advantages. For example, it decoupleservice backbone to support end-to-end QoS [18], [19],
application services from network services, thereby ref20], [25]. A backbone SON was proposed in [18], where
ducing the complexity of service QoS management anthe network bandwidth has certain QoS guarantees from
control in the network level. The underlying network individual network domains to build a logical end-to-end
domain is simply concerned with provisioning of dataservice delivery. It simplifies the network QoS manage-
transport services with associated bandwidth managenent, makes it more scalable and enables flexible creation

In this survey, we advocate the SON as an effective
means to provide media-oriented service composition
with QoS guarantee. There have been studies on SONs
¥ind their architectures that consist of different types of

xamples include end-user SONs, backbone SONs and
nderlay abstraction for SONs. They are detailed below.
1) End-user SONsEnd-user SONs seek to provide
pplication-aware functionality by pushing the complgxit

© 2010 ACADEMY PUBLISHER



JOURNAL OF COMMUNICATIONS, VOL. 5, NO. 5, MAY 2010 379

BOX #1: Active Networks: Active networks [17] refer to a variation to the traditiomadtwork architecture in whic

the network switches perform customized computations ossages flowing through them. It is developed to asgsist
user applications that perform user-driven computationaates within the network. To realize active networks, two
schemes have been experimented. In the discrete schemmetgage processing task is architecturally separated
from the business of injecting programs into the node, witteparate mechanism for each function. This presegrves
the current distinction between in-band data transfer aniebbband management channels. In the integrated scheme,
every message is a program. Every message or capsule patse@i nodes contains a program fragment (or at Jeast
one instruction) which may include embedded data. When sut@rrives at an active node, its contents are evalyated
and processed. However, active networks were not widelyogled due to issues in security, resource allocation,|and
the deployment cost.

and deployment of new (value-added) services. Similarlyilar idea was also proposed in the autonomic network
QRON (QoS-aware routing in overlay networks) [20] architecture (ANA) [27] and others. As part of Ambient
used overlay brokers and a general unified frameworlNetworks, SATO [28] enables flexible creation of service-
for an overlay network. Another proposal called QUESTaware transport overlays on top of the network layer using
(QoS assured composEable Service InfrasTructure) [13he Ambient Networks node identity (NID) layer. We
went furthermore by composing qualified service pathsill discuss SONs based on this underlay abstraction in
with multiple QoS constraints and load balancing fromSec. V-A.

the SLAs of individual service components. OverQoS [25]

presents a controlled loss virtual link (CLVL) abstraction [Il. TorP-DOWN APPROACHES VIASERVICE MAPPING

to provide Internet QoSe(g., statistical bandwidth and COORDINATION
loss rate assurance) using overlay networks and 0 per- Researchers have started to address the challenges
form bundled loss control on each virtual link. of effective network support for media-oriented service

These backbone SON researches usually focus on or@mposition since early 2000. Some studies have taken
aspect of service provisioning. For example, bandwidthiop-down approaches from the viewpoint of end users
dimensioning was studied in [18] while overlay pathwho create customized services for themselves. They
composition was examined in [19]. Some studies wergisually assume the availability of SONs that connect
dedicated to the introduction of an overlay architecture taservice overlay nodes in the application level, sometimes
enhance Internet QoS. For example, the hierarchical Qo§eparating them from the underlying networks. These
routing architecture that balances the overlay traffic wagfforts are summarized in this section.
proposed in [20], and the overlay-based QoS architecture
that provides bundle loss control and resource managex coordination for Service Mapping
ment within a bundle was discussed in [25]. However,
little work has been done to address the integrated pe[)-
formance of backbone SONSs.

A SON consists of distributed overlay nodes connected
y application-level links, which are called (virtual) ave
lay links. The resulting SON topology can be formed
3) Underlay Abstraction for SONsThe concept of py connecting an overlay node with a number of other
backbone SONs can be further elaborated via SONgodes called neighbors. Application-level data relaying
supported by the underlayg., the underlying layer) [26].  is required between two overlay nodes that are not di-
The functionality provided by the underlay abstractionyectly connected. Then, by utilizing the computing/sterag
can be used by several overlay services at the sam@sources of itself, each overlay node can host one or
time to remove redundancy so that network resourcegore media-oriented service components (component
can be used more efficiently. To give an example, theeryices). When the placement of media-oriented services
SON provides and maintains direct transport links bejs not given {e., services are only prepared in a central
tween nodes, encrypts overlay (control) traffic, protectseryice repository waiting to be launched), an application
integrity, and provides generic transport mechanisms t@as to request, map and upload component services into
deal with underlay characteristics.g., physical network the physical overlay nodes of the SON infrastructure to
topology, mobile terminal handover, and multi-homing).comp|ete the service dependency graphs.
More importantly, the underlay abstraction allows us to  For given SONs, theervice mappingroblem can be
use native underlay mechanisms (such as QoS support agdfined as follows. By representing a media-oriented ser-
native IP-multicast support) transparently. In other véord yice composition request with a service path that connects
the underlay abstraction can absorb the complexity of supservice components, it is concerned with the mechanism
porting heterogeneous network protoca@sy(,integration  that maps this service path onto overlay service nodes
of IPv4 and IPv6, support of new mobile connectivity) andin the SON while meeting the QoS requirement. Under
isolate it from applications. All these functionalitiesnca gych a context, theservice placemenproblem is to
be accessed by overlay services and applications usingdgtermine which node in a SON to perform a target
generic interface. service [29]. Sometimes, the targeted service model and
On top of underlay abstraction, self-organizing overlaySON are pre-determined so that the service coordination
networks was considered in the SpoVNet [26]. A sim-problem is reduced to the service mapping problem. The
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quality-aware service composition (QSC) problem in the performance€.g.,response time) and the resource
SpiderNet [10] is an example. availability conditions.

One way to classify SONs is based on the ser-
vice dependency graph used in service compositio
modeling. Depending on the number of media source
and end users (called the destination) of the graph, The distributed nature of media-oriented service com-
we may have the following combinations: the single-position and the rapid deployment of distributed P2P
source single-destination (SSSD) case, the multipleoverlay networks have demanded a change in service
source single-destination (MSSD) case, and the multiplemapping coordination. When customized SONs are cre-
source multiple-destination (MSMD) case [30]. Also, ated by collaborative distributed overlay nodes, service
whether the composition order among component service®apping has to be decentralized as well. Several prototype
is fixed or dynamic provides another angle to examinesystems [21], [30], [31], [32] have been proposed along
service composition. this line.

In this section, we categorize the service mapping In the SPY-Net [31], overlay nodes called SPYs are
coordination into the following three cases, which alsodeployed at different locations to form an application-
reflect the common order of algorithm development fromlevel SON, where a relatively small number of SPYs

g:. Decentralized Coordination for Service Mapping

centralized toward distributed. (e.g.,less than one hundred SPYs) was used. The service
« Centralized coordination: mapping demands dynamic changes of resources such
. Decentralized (including distributed) coordination; as the SPY capacity and connection bandwidth between
« Hierarchical coordination for scalability. SPYs. The SPY-Net utilizes a monitoring mechanism
to propagate the availability information of resources of
B. Centralized Coordination for Service Mapping the underlying network. That is, each SPY monitors its

. . T . own capacity and the connection bandwidth from itself
Service mapping coordination in a centralized manneé%’ a selected subset of other SPYs. These results are

is the most straightforward and has been heavily examine eriodically propagated to other SPYs so that each SPY

from the early stage. By determining the best servic can maintain a global view of the SPY-Net called the SPY-

mapping based on the collected overall status, this coord|: .
nation can be realized effectively. The weak points are thal\Iet monitoring graph (SNMG). Based on the SNMG,

: - . éach SPY executes the decentralized service mapping for
it loses the flexibility of matching the need of each endeach service path request submitted to it locally.

user and_lt may en_cou_nter the scalabl_ll_ty challenge due Being built upon P2P SONSs, the SpiderNet [21] extends
to centralized coordination loads. Specifically, for a SON Lo . .

. . .~ . the SPY-Net by fully distributing service composition so
constructed and managed by a service provider, which is a

. . S S to provide statistical multi-constrained QoS assurance
common scenario for the time being, it is natural to adop . .
. : L . and load balancing for composed services. Each overlay
this centralized coordination. The following example of

QUEST explains how the centralized coordination isnOde IS as§<|)(0|ated with allstay:.sucal resour::g.((i]PU,
made in detail. memory, disk storage) availability vector. Then, the QoS-

In a centrally managed SON such as QUEST [19] aware service composition is formulated to determine
ratly 9 the best mapping for a desired service composition. The
portals define the management boundary of QoS provi:

sioning for composed applications. Each node represen?sp'de”\let adopts_bounded composition pro_b_lng to pro-
Ylde scalable quality-aware and resource-efficient servic

a service component, which is managed by an individua L I ! i
component service provider (CSP). Each CSP can Comrcc):lomposmon in a fully distributed fashion. Specificallyet

quality levels of its own services based on the SLA with.pmbe for a service composition request, which carries the

the portal service provider (PSP) while the PSP has am:grn;;lt:: d(ifh: éa(;g?:ezg[:fcc: rEASrézlcr;zegf 'ﬁ?glslc is
SLA with the user for each composed service. To allow P q '

the PSP to monitor and manage quality levels of théJrocessed independently at each peer using the local

composed service, a centralized authority (called the SOlg;j:ormatlon only. The resulting decentralized coordioati

7N inds the best qualified service flow that satisfies the multi-
portals) that serves as the entrance/exit points of the Soconstrained QoS requirements and achieves the best load
is introduced. In QUEST, each service instance (or SerViCBalancin on tob of underlving SONs
link) s offered to the PSP via the SLA that specifies its~ Q%S ser\rjice routmg p?oblem was investigated in
QoS provisioning such as availability (A), response tlme[30] for both the one-to-one and the one-to-many (or
(RT) or delay (D). y

For each user request, the QUEST service compositioﬁ;gtl::gitsé)d Sgs]r;?]”ozu’ilithlguﬁgsgorqﬁgnsn;t:gvé;is s?izle
model includes two mapping steps: 9 P ' y

1 ina th it it ice t | tprovide integrated services seamlessly and efficiently. By
) mapping the request to a composi eserv'ce.em_pa&istributing its service and resource information with a
This mapping is constrained by the application-

- . . link state protocol, each host can maintain a global view
specific quality requirements of end users and per

) . . of all nodes and links in the system. With this information,
vasive client devices such as PDAs and cell-phones. 4

2) mgpping th? template toa service path o %In a service DAG, any path that goes from the source to the sink
This mapping is constrained by the distributednode satisfies the service functionality and dependenayiregents.
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the best qualified service path can be computed with a « Level 2
conventional graph algorithne (g.,the Dijkstra algorithm) User devices with mobility such as laptops and PDAs
over the service DAG. For the one-to-many scenario, a  are classified to level 2.
special multicast service can be used to save the network « Level 1
bandwidth and host resources by employing an efficient ~ Resources that host the middleware and accommo-
QoS-assured service tree (rather than multiple individual ~ date native support for delegates to execute but
service paths). cannot act as proxies for other resource-poor devices
Pietzuchet al. [32] proposed a stream-based overlay are classified to level 1.
network (SBON), which locates suitable nodes to place « Level O
stream operators. The SBON was designed using a multi- Level-0 devices are those to which a proxy is as-
dimensional metric called the cost space, which contains  signed to make its features available as services.
the routing cost between two nodes in terms of some Hierarchically organized resources are used to build
measurements such as latency and processing power.SON, which is facilitated by a latching process. The
Every node in the SBON maintains its cost space. Thdasic principle is that a device of lower resource avail-
SBON determines the placement of a query in the virtuahbility latches itself to another device of higher resource
cost space with a relaxation algorithm and then maps itavailability, which is repeated until the highest level 3
decision back to the physical node space. is reached. With the resulting hierarchy, SeSCo coordi-
nates service composition by weaving a complex service
with basic services dynamically. Each device informs all
D. Hierarchical Coordination for Service Mapping available services to its parent at the time of registration
Due to the growing demands in pervasive computin tal;o maintains a service zone t_hat inclugies al serv_ices
applications, it is important to support user tasks in aavaﬂablg_through it and all its ghlldren. Given a service
dynamic environment, where we face challenges of hetc_:pmp05|tlor_1 reque_st, each device see_lrches re?'”'red Ser
erogeneity, resource restrictions, scalability and nitybil vices from its service zone (and later its parent’s service

To address the scalability problem, we may coordinate théone) and then compose the requested service to meet the

generic service composition in a hierarchical manner Pl,need using the aggregated service I/O parameter graph.

[33], which can also be extended for the case of media-

gzﬁ)r\l,ced service composition. Some examples are given NETWORK PROVISIONING FORSERVICES

An interesting example that applies this hierarchical ap- In contrast with the top-down approaches, other studies

proach is the DSMR (Distributed Service Matrix Routing) _havbe bezn conr:iucted_lfrg_rlr_w thefbottom-up vute)wpomt. That
algorithm [33]. For scalability, a hierarchically orgaed |siDUase on the availa ||tydo resm:(rcehsu straeg. ( h
network is envisioned with groups of nodes combineoC , memory, storage, and network), these approaches
into ASs (Autonomous Systems). Each AS has a servic‘éo.nStrUCt q“?"ty'c"””o”f"‘.b'e SONs to support media-
controller and a set of service nodes. Usually, each AS ignented service composition.

small enough for the controller to have a complete view of Th_e SO.N architecture relies on well-dgfmed business
relationships between SONSs, the underlying network do-

its topology. For larger ASs, one can extend this design b¥nains and users. To support the end-to-end QoS, each

allowing more than one service controller within an AS'SON btai work ith certai S
The routing protocol can be divided into two different obtains Network resources wrth certain QoS guaran-
tees from individual network domains via the SLA.q.,

IV. BoTTOM-UP APPROACHES VIAOVERLAY

levels: ) for a usage-based or fixed price service policy) to build a
« Intra-AS routing logical end-to-end service delivery infrastructure onobp
It determines the path within an AS, where a cen-gyisting data transport networks. One common drawback
tralized layered graph algorithm is used. of these SONs is that they suffer from weak scalability
« Inter-AS routing in an inter-domain environment. In practice, each service

It determines routes between ASs, where a disinstance of SONs will involve multiple underlying man-

tributed algorithm (DSMR or approximate DSMR) agement domains in service composition. Among many

is used. provisioning-related challenges, we are concerned with

SeSCo [2] employs a four-level classification to achievehe following bottom-up approaches from the viewpoint

transparent hierarchical support. Generally speaking, thof the resource side:
computing resources with relatively lower resource re- o Network resourced.g.,bandwidth) provisioning;
strictions are mapped into a higher level to support « Computing resources(g.,server) placement;
essential operations such as service discovery, service. Managing efficient overlay network topology;
composition, and proxy operation for their resource-poor « Managing effective reliable and redundant routing.
counterparts.

. Level 3 A. Resource Provisioning for SON
Resources such as servers and clusters are classifiedTo end users, two kinds of resources are critical for
to level 3, the highest end of the spectrum. the success of service composition; namely, computing
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and networking resources. Thus, we can classify resourcervers in best-effort networks so that their connections

provisioning for scalable and manageable SONs into thbave end-to-end paths to fulfill bandwidth and delay

following two cases: requirements. They focused on the design of a SON that
« network QoS maximizes the number of unicast and multicast connec-

Examples include bandwidth provisioning and de|aytions with deterministic delay requirements, yet without

management. Monitoring the condition of overlay considering link costs.

links allows SONSs to get the state information of The overlay node placement problem was also inves-

the underlying networks and dynamically react tofigated in [38] to improve routing reliability and TCP

performance degradation by sending its traffic viaPerformance. They attempted to enhance the application

routes that still fulfill QoS requirements. performance through topology-aware tactical node place-
. resources in overlay nodes ment. While this tactical construction improves the effi-

This is especially important for server nodes thatciency and performance of overlay networks, it is actually

process and manage service flows. In SONs, eaclpcused on maintaining good connectivity among overlay

service flow is routed by sending the data to overlay?odes and minimizing message delay in the network.

servers. The location of different overlay servers is

essential to the functioning of SONs, and good serveB. Operational Management for SON

placement algorithms will greatly enhance the SON - gyt resource constraints are imposed on the ser-

performance. vice paths to meet the QoS requirements of applica-
1) Network Qo0S:The SON bandwidth provisioning tions and enhance the network performance. Further-
problem was mathematically formulated in [18], wheremore, operational management is required to maintain
several critical issuese(g., cost recovery in deploying overlay networks effectively for service composition. In
and operating the value-added services) were analyzethis subsection, we discuss operational management for
The framework accounts for factors such as SLA, servicgervice overlay paths in two aspects: 1) dynamic topology
QoS, traffic demand distributions and bandwidth costsmanagement and 2) QoS routing and route restoration.
Moreover, analytical models and approximate solutions 1) Dynamic Topology Managemeninn a connection-
were developed for both static and dynamic bandwidthouted overlay network, localizing QoS degradation to
provisioning. a single domain is of great importance since different
The capacity allocation problem in an economic framedomains may be managed by different network providers.
work was addressed in [34], where a novel routing schemgientifying the domain allows the service provider to
was incorporated in a traffic-revenue optimization frame-attribute the degradation to a single network provider.
work to approximate the state-dependent routing schema distributed monitoring scheme was proposed by Jiang
in SONs. Then, a capacity allocation scheme was derivegh al. [39] to address this issue. However, their solution
employing the notion of the link shadow price in the was not practical since a source node was assumed to
routing layer, which reflects the sensitivity of net revenuehave the complete information of all intermediate nodes
to the dimensions of the links. along the established connections. This is not valid in
2) Overlay Nodes:Several network planning issues inter-domain connections. Furthermore, additional tcaffi
such as the choice of overlay node location and budgés generated to facilitate the monitoring process, which
costs were considered in [35]. Besides, SONs were opticonsumes resources.
mized by relaxing conventional assumptioas.,the full Vieira and Liebeherr [40] formulated the SON topology
coverage of all traffic demands, no bounds on overlayesign problem as a cost optimization problem. Two sub-
links capacities, and pre-determined number and locgsroblems were considered separately: 1) the assignment
tion of overlay nodes. Two novel optimization solutions of an end-system to an overlay node and 2) the selection
were proposed to address the joint user assignment amd transport links between overlay nodes to relay traffic
traffic routing problem, which determines the optimal between end-systems. A simulated annealing method was
assignment of users to access overlay nodes and thsed to provide solutions to large-sized networks, where
capacity reservation for each overlay link while takingrouting was not optimized and traffic flows were routed
traffic routing into account. by considering the cost as well as the shortest path. More-
As to the server placement problem, Shi and Turneover, the overlay topology design problem was addressed
[36] formulated a set covering problem that determinesn a simplified network scenario, where the number and
server locations by minimizing the distance of everylocation of overlay nodes are pre-determined.
client to its nearest overlay server. While servers were The dynamic topology construction problem was also
placed strategically at peering points of the network toconsidered by Han, Waston and Jahonian [41] with an
interconnect as many ISPs as possible and serve moobjective to adapt to the underlying network topology
service requests, there was no deliberation on the effechanges. An architecture of topology-aware overlay net-
of server placement on network topology. works was proposed in [41] to enhance the availability
Vleeschauweet al. [37] extended the server placementand performance of end-to-end applications by exploring
problem by considering the overall QoS degradation in théhe dependency between overlay paths. Several clustering-
core network. They proposed algorithms to place overlaypased heuristics for overlay node placement and a routing
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mechanism were introduced. content-centric heterogeneous devices, and programmable
Dynamic overlay network reconfiguration was studiedservice infrastructure. There is still no unified and gemeri
in [42] to determine the optimal reconfiguration policiesSON architecture as the service backbone, where the
that accommodate time-varying communication requirenetwork is service-aware while the service is network-
ments and minimize the total overlay network cost. An-sensitive, to achieve dynamic context-aware service com-
other set of heuristics for SON design was presented iposition. More efforts in the SON upgrade are needed to
[43] with an objective to construct an overlay topology support generic QoS provisioning in the future.
that maintains the connectivity between overlay nodes in With the foreseen evolution, it is important to organize
face of various IP-layer path failure scenarios. services offered by various SONs and provide access to
2) QoS Routing and Route RestoratiooS routing stake-holders such as end users and providers. One at-
refers to a set of routing algorithms developed to identifytempt to build such an infrastructure is known as NGSON
a path that has sufficient network resources to satisfynext generation SON) [51], which helps providers orga-
the QoS requirements of an overlay connection. Moshize and improve their business by offering rich services
QoS routing algorithms also consider the optimization ofto their end users so that they can support the growing
resource utilization. To facilitate QoS routing, the state lifestyle of end users. Along this line, NGSON targets a
every link in the network should be expressed in terms ohew SON to bridge the service layer and the transport
a set of QoS metrics such as delay, bandwidth, jitter anthyer over the IP infrastructure to address the accommo-
cost [44]. The metrics of links along a path are aggregatedation of highly adaptive, flexible, and integrated sersice
to form the QoS metrics of a path. A connection canNGSON will standardize the IP-based SON architecture
express its QoS requirements in form of constraints otior the life-cycle management of multiple, value-added
QoS metrics of one or more paths [45]. These constraintsollaborative, information and communication services,
are compared with the desired QoS metrics of pathindependent of underlying transport networks. Although
through the network so that the one that satisfies théhe entire framework is still in an initial stage [51],
constraints can be selected. Shi and Turner [46] presentadme entities such as the collaborative service plane, the
a heuristic scheme to the multicast application in SONsietwork plane, the operation and management plane, and
by selecting routing algorithms that optimize the delayothers are being discussed. It also specifies context-aware
and the bandwidth usage of multicast service nodes. dynamically adaptive, and self-organizing networking ca-
When QoS degradation is expected or detected, thpabilities including advanced service-level routing and
service provider should restore the connection via arfiorwarding schemes.
alternate path. Most research efforts have focused on Also, as reviewed in Sec. IV-A and Sec. IV-B, most
proactive schemes [47], where resources are reservedsearch on finding a service path in SONs has addressed
along a primary path with one or more secondary (omproblems in wide-area service composition such as fault-
backup) paths [48]. To support proactive schemes, theesilience, adaptability and resource contention. QoS con
QoS routing technique should support multi-path rout-sistency and load partitioning in composing a service path
ing [49]. The backup paths may extend end-to-end befor ubiquitous computing environments have also been
tween the source and destination nodes [50] and may kstudied in several SON projects. Besides these issues,
totally or maximally disjoint with respect to the primary P2P-oriented traffic localization to potentially improve
path. the quality of SON is investigated by the IETF ALTO
A connection can be restored with minimal delay (Application Layer Traffic Optimization) effort, which
using proactive schemes. However, it wastes resourcesandardizes a protocol to enable P2P applications to
due to duplicate reservations. Also, it may not guaranteebtain information regarding network layer topology [52].
restoration since simultaneous failures could occur alon§or example, the P4P (proactive provider assistance for
primary and secondary paths. To address this problen®2P) [53] offers a promising service delivery framework
reactive restoration that rapidly determines and restoresandidate for ALTO that enables ISPs and application
the connection via an alternate feasible path after theervices to work cooperatively to optimize application
occurrence of a failure/degradation is also desired. Resommunications.
active schemes could be applied end-to-end or between
two neighbor nodes of the failure node. However, end-to- \/ D|rRECTIONS EORFUTURISTIC SON DESIGN
end restoration incurs a long delay that increases with the In this section. we present latest research on futuristic
distance between the source and destination nodes. TI%%N desi W P ¢ that dia-oriented .
impact of the failure is also distributed along the failed™. esign. YWe expect thal media-oniented services
or alternate path. As a result, the end-to-end restoratio il _become mcrt_aas_m_gly interlinked V.V.'th the phys_lcal
is probably not the best alternative in restoring an inter-e“"_'f"”me”ts of individuals, commumt@s and b_usmess
domain connection. entities mlthe f_uture. New ways of service creation and
consumption will emerge, aiming to cover different appli-
cation needs and preserve revenue generation of various
C. Next Generation SON and Others stakeholders. It is difficult to realize such a vision with
Future service environments are expected to consist dbday'’s Internet due to its architectural limitations. iPav
mixed operators such as providers/useéss,(prosumer), the way for the future service network demands a more
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drastic change. For example, it may involve fundamentalvay, free from network-specific concerns. Last, it uses
architectural changes together with specific improvementsptional SpoVNet booster nodes in the infrastructure
of individual technologiesd.g., more bandwidth, more to increase efficiency and performance of communica-
content and more services), which may not be enougtions. With all these arrangements, the SpoVNet targets
to meet the goal on their own. Also, better alignmentat flexible, adaptive, and spontaneous provisioning of
between technical capability and business need is criticahpplication-/network-oriented services on top of heterog
There are three promising directions: 1) SON upgrad@ous networks with the hope that some selected services
using multiple virtualized overlays; 2) adoption of an can be part of the futuristic network infrastructure.
eco-system approach; 3) network service abstraction, as Recently, Davieet al. [55] introduced a service

detailed below. provider-hosted overlay, which can be interpreted as a
transient mechanism to build futuristic SON smoothly.
A. Multiple Virtualized Overlays The proposed service provider-hosted overlay allows the

Although NGSON in Sec. IV-C is currently designing a same node_entlty to link both the underlay and the overlay.
By leveraging the underlay, an overlay network pro-

practical approach for next-generation SON, a lot of major . . . . .
; . 2 .vides an appropriate means for experimenting with new
improvements are still required in order to support generi

and flexible resource provisioning for futuristic SONSs. We(functlongllty in the network. The service .prowder-hosted
overlay implements a set of functions in the so-called

discuss several developing ideas that accommodate the = . N . . )
o : L Service routing layer”. Service providers can assist ¢hos
promising virtualization technology as below.

. . applications, which benefit from added functions such as
The concept of service-aware adaptive transport overla

. : gaching and streaming support, without interfering with
(SATO) [28] propo_sed by the Ambient Networks IC)r()J(aCtCS)ther applications that do not need the added functions.
adopts a generalized overlay system structure. SAT

aims to provide a flexible and customizable transpoij\‘ Tt\llﬂve Euro;lae_an rtr-i]sete;[]chfg:ouplo? FC't\I (!lzlutt)ure C?nt::‘nt
services to the application layer using overlay networ etworks) claims that the future Internet will be content-

instances, which are set-up and torn down on demanf(‘ﬂen.triC and_ new Qe_velopments includgz simplifying u;abil-
on top of any type of transport- or network-layer con- Ity, Increasing eff|IC|ency, and epha_mcmg users’ service ex
nectivity. It introduces a uniform overlay infrastructure per.lenceé.g.,fllexmle communications, |mmerS|on,_|r_1ter—

to support multiple applications and provide them Withactlon) [56]. Since the current Internet cannot efficiently

useful functionalities realized inside the network pathsserve the increasing needs and foreseen requirements,

thus providing an abstraction of the underlying networkthe FCN group proposes two content-centric Intemet

(i.e.,functional blocks for the composition of new overlay arc.hitecture_: 1) a ‘ngical co_ntent—c.entric grchitecture
services). The individual overlay instances enable a flexiw_r:ch.f?ons'ftfs oft_dlffei_rtent v(ljrt;al hl‘eratrchletg of nto d?s
ble configuration of virtual networks consisting of SATO with ditrerent functionaltty, arj ) an automatic conten
overlay nodes. The overlay network topologies respon entric Internet architecture’, which is an object-based

to the application requirements and enable point—to—|<,)0imfappt[]oaCh _rlelt))/lmg ;)n coptent—a(\j/vare _func(:jtlc?_nallty. Ba_sed
point-to-multipoint and multipoint-to-multipoint seises. on te av?jla N Itn Qr;natlﬁn an SET;""? elivery rt()aquwe-_l
Similarly, the SpoVNet (Spontaneous Virtual Net- ments and constraints, these architectures can be easily

works) [26], [54] allows spontaneous creation of a Com_s_caled to multiple levels of hierarchy in qverlays, clouds,
mon communication contexi.€., self-organizing SON) y|rtual groups of node, or content ObJeCtS: Note that
based on application-specific requirements. With the unimportant frends on content-based networking [57] are
derlay abstraction, it provides generic functionality torelated fo these research efforts.
cope with mobility, multi-homing, and heterogeneity. The
underlay abstraction actually comprises two component%
First, the base communication provides connection-less’
and connection-oriented communication between end- From the service management viewpoint, the service
points identified by sets of network locators. Secondprovisioning infrastructure can be seen as a dependability
the base overlay provides node identifiers for addressindyierarchy, where today’s network service is not placed
implementing an ID/Locator split. at the bottom of a hierarchy as traditional layering sug-
Being different from the existing pure P2P overlay, thegests. Following this approach, one concludes that service
SpoVNet is aware of the underlying network infrastruc-management must not only estimate fairness, robustness,
ture (.e., underlay-awareness) in several aspects. Firsyersatility and cost efficiency of the network service
with a generic interface to underlay functionalities, it features but also drive them with appropriate resources.
allows transparent deployment of native underlay mechH is worthwhile to point out that today’s feature-rich IP-
anisms for mobility, multi-homing, and others. Second,layer functionality calls for an optimized network- and
it utilizes the so-called cross-layer information serviceservice-layer solution to foster richer connectivity aigi
(CLIO) to provide the measurement information for theat a network version of SOA. To achieve thetwork SOA
optimization of application-specific overlays. Third, it SONs are only an intermediate step since overlays are
helps applications request connectivity with specific re-usually underlay-agnostic and they over-stretch underlay
quirements €.g., security, latency, QoS) in an abstract resources.

Service Overlay Ecosystem
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Figure 3. The service overlay ecosystem.

A new paradigm called thservice overlay ecosystem geneous service components, it decomposes the role of
[58], [59] is shown in Fig. 3. It has many features commonservice-providing agencies into the following three enti-
with those of an ecosystem. It can help keep the desigties:
and maintenance complexity under control while meet- | ihe service overlayer

ing the requirements of end users and service/network i is responsible for QoS-aware composite services

providers at the same time. Generally speaking, an ecosys-  q\er multiple underlying domains. It negotiates with

tem is defined as a system of interactions between living  gervice and resource aggregators to discover proper

organisms and their environment. The ecosystem concept  .andidates and manage the selected components.

has an important advantage. That is, it considers the | he service aggregators

underlay and potentially numerous overlays as a single They holds the information about the service com-

ecosystem, where different overlays may compete for re- ponents distributed in their domain.

sources. However, resource utilization is close to optimal | ihe resource aggregators

in both und_erlays and overlays, and allocation of underlay They store the abstracted information about the vir-

resources is fair. tualized resources of the programmable substrate in
In the design of a service overlay ecosystem, SLA  their repository.

networking and automation is an important issue. Pong- Although the AptusNet only provides higher-level ab-

paibool and Kim [58] extended the SLA offering acrossstraction without considering a particular platform or

ISP boundaries, which is currently limited to a singlealgorithms in the service composition and resource pro-

provider. Three policies were introduced to coordinateyisioning process, it attempts to take a holistic view of

the end-to-end performance guarantee in multiple ISRuturistic service design by allowing users to compose

networks; namely, the least effort, the most effort, andservices with the virtualized resources dynamically so as

the equal-distribution policies. Meanwhile, a set of mod-to meet end users’ requirements.

els was considered in [59] to automate the translation

(decomposition) of domain-specific SLAs into lower-level

resource requirements, typically, thresholds of res@irceC. Networking Service Abstractions

needed to meet SLAs objeciives. Among the clean-slate approaches of the future Inter-

A resource-provisioning SON, the AptusNet, proposechet, several efforts define new and open network service
in [60] considers distributed service components andibstractions based on the SOA principles (Also note
virtualized computing and networking resources for serthe separate discussion about Cloud computing in Box
vice composition. To handle various contexts of media#2) [61], [62], [63]. They provide building blocks of fine-
oriented services, each component in the AptusNet igrained functionality and accomplish highly-configurable
offered well-controlled QoS beforehand for specific ser-complex communication tasks by combining elementary
vices. To resolve the complexity in composing hetero-blocks.
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BOX #2: Cloud computing is a style of computing in which dynamically scalable andeofwirtualized resources
are provided as a service over the Internet [64]. Users ne¢chave knowledge of, expertise in, or control oyer

the technology infrastructure in the “cloud” that suppdhitem. Cloud computing embraces cyber-infrastructure,| and
builds upon decades of research in virtualization, digted computing, grid computing, utility computing and, mpr
recently, networking, web and software services. It imnpI&OA, reduced information technology overhead for|the
end user, greater flexibility, reduced total cost of ownigrsbn-demand services and many other things. Service-
orientation is another driving force to enable cloud cormauto further realize reusability, composite applicaipand
mashup services. SOA hides the complexities of middlewdaitgbase and tools. In addition to offering middleware
or development tools as services in the cloud computingrensient, some common utilities such as on-boarding,
provisioning, monitoring, billing tools, or cross-indosiservices. The concept generally incorporates comluinatof
the infrastructure as a service (laaS), platform as a sif#aaS) and software as a service (SaaS).

The role-based architecture (RBA) [61] was the earliestdentified several different yet inter-related approaches
work in developing a network service abstraction forand presented their key concepts and examples.
service composition. RBA organizes communications by More specifically, the evolution on ideas about service
composing functional blocks called roles. RBA achievesmapping coordination is surveyed to illustrate how the
this by providing explicit signaling of functionality. The media-oriented service composition could be realized by
metadata in a packet is divided into chunks called rolematching the topological nature of employed SONs. The
specific headers (RSHs). An RSH contains a list of rolereview about SON resource provisioning explains the
addresses to which this RSH is directed and a bodgomplexity of securing sufficient resources to overcome
containing role data items. Any node along the path caithe operational variations while maintaining the overall
add an RSH to a passing packet. RBA provides a modaedfficiency. We then introduce how the overlay-based net-
for packet header processing, not a mechanism for routinggork support is currently being generalized in order to
packets. It can incorporate any forwarding mechanism sdesign new extensions for future SONs. We however are
that a practical RBA would retain the IP layer of the limited in clearly differentiating the interaction case of
Internet with its high-speed forwarding machinery andmedia-oriented service composition from that of generic
efficient packet header. service composition, especially for the bottom-up ap-

SILO (Service Integration, controL and Optimiza- proaches.
tion) [62] suggests a new network service abstraction that Finally, we would like to emphasize that the media-
employs a similar service composition approach advoeriented service composition for the future Internet i sti
cated by RBA. It gives more focus on facilitating “cross- an active on-going research topic. Newly created services
layer” interactions to meet the exact user requirements aniased on the futuristic network infrastructure are rapidly
optimize performance. The SILO architecture provides @merging nowadays. We hope this survey can provide a
control entity that is able to tune the parameters of indi-quick and extensive glimpse of existing ideas as well as
vidual blocks to match the application QoS requirementseveral new concepts for futuristic SONs.
and improve network resource utilization.

Being different from RBA and SILO, Ganapatley al.
[63] considered a new scheme, where network services This work has been supported by the project (2009-
are accessed explicitly by end-systems for novel endE-050-01), “Development of the core technology and
to-end communication paradigms. The network service¥irtualized programmable platform for Future Internet”
encompass functions that have been traditionally place@Ponsored by MKE and KCC.
on end-systems and functions that are typically placed
on routers. They utilize a representative control entity
to determine the placement and configuration of servicedl] K. Nahrstedt and W.-T. Balke, “A taxonomy for multime-

along the network path. With a service socket abstraction, ggtsgggie composition,” ifroc. of ACM Multimedia'0¢

end-system applications can specify data path services i) s Kalasapur, M. Kumar, and B. A. Shirazi, “Dynamic
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