Abstract—The advent of applications that need higher throughputs motivates wireless service providers and cellular operators to embrace newer technologies that can meet these demands. Multiple-input-multiple-output (MIMO) systems have shown promise in their ability to deliver high throughput per bandwidth with reasonable constellation sizes. Adding antennas at the base station (BS) is practical due to reasons of size and cost amortization over users. However, adding antennas at the mobile station (MS), which does not have similar advantages, needs to be carefully evaluated. We therefore consider the more general class of techniques involving a multiple-element antenna (MEA) at one or both ends of the link (MIMO corresponding to the case of both).

From a commercial standpoint, one needs to address the following questions: (i) What is the benefit of a second antenna at the BS or the MS relative to the single-input-single-output (SISO) case? (ii) What is the added value of a second antenna at both ends? (iii) If a second antenna is indeed used at both ends, which mode of operation — spatial multiplexing (SM) or diversity (Div) — is the preferred one?

Using \((n, m)\) to denote a link with \(n\) BS transmit elements and \(m\) MS receive elements, we compare the downlink throughput performance of the SISO link with that of four MEA configurations: \((1, 2), (2, 1), (2, 2)\) with Div and \((2, 2)\) with SM. Our results indicate that, in the context of adaptive modulation with practical limits on constellation size, \((1, 2)\) is the preferred configuration. We also show this finding to be robust to assumptions used in the study.

Index Terms—SISO, MIMO, MEA, MMSE, multipath fading, shadow fading, co-channel interference, cross-stream interference, interference cancellers

I. INTRODUCTION

MULTIPLE-INPUT-MULTIPLE-OUTPUT (MIMO) systems have been accepted as a significant break-through in modern digital communications, due to their ability to deliver higher spectral efficiencies with reasonable constellation sizes, as compared to single-input-single-output (SISO) systems [1]–[3]. A laboratory implementation of the so-called vertical Bell Labs layered space time architecture (VBLAST) demonstrated the feasibility of the MIMO concept, delivering spectral efficiencies of 20–40 bps/Hz under indoor conditions [4]. Not surprisingly, MIMO’s potential is being tapped for commercial wireless products and networks such as wireless local area networks (WLANS), third-generation (3G) cellular networks, WiMAX, and future Internet-intensive wireless networks (including 4G networks).

A multi-element antenna (MEA) link (of which MIMO is a special case) employs a multi-element array at one or both ends. When only one end of the link uses an MEA, diversity can be achieved; this improves quality and thus enables higher throughput via larger signal constellations. When both ends use an MEA — the MIMO case — it is possible to enhance throughput via either diversity (Div), as above; spatial multiplexing (SM), whereby the receiver can de-couple multiple parallel streams sent by the transmitter; or a combination of both [5].

We will study and compare the performance of SISO links and several kinds of MEA links. Application type determines which aspect of performance matters most. For some applications (e.g., data), higher throughput, even if over intermittent connections or over smaller separation distances will be deemed as “good”, while other applications (e.g., voice, streaming) may prefer to trade throughput for sustained connections and/or a wider coverage area. It is thus clear that no single performance metric will suffice. Accordingly, we study the following metrics: (i) the mean, over the cell, of the per-link
throughput and (ii) 30th percentile of the link throughput.

Mean throughput provides a measure of the \textit{data volume} an operator can deliver, in that this quantity times the number of channels per cell is a good approximation to the total throughput per cell. The 30th percentile of throughput is a useful measure of \textit{user perception}, in that the vast majority of users (70\%) will experience this throughput or more. Each metric thus has value from one perspective or another.

The essential aim of this study is to decide the merit in modifying a SISO link with added antenna elements at one or both ends. We denote a general downlink configuration by \((n, m)\), where \(n\) is the number of base station (BS) transmit elements and \(m\) is the number of mobile station (MS) receive elements. Considering present-day technology and economics, we limit our study to the possibility of at most two antenna elements at each end. Thus, we investigate five configurations in all: (1, 1), which is SISO; (2, 1), MISO with transmit diversity; (1, 2), SIMO with minimum-mean-square-error (MMSE) receiver; (2, 2) with Div; and (2, 2) with SM. Computing the performances of these configurations, based on the metrics cited above, the differences can be used to decide whether (and where) addition of antenna elements is justified. By studying the performance of particular MEA configurations\(^1\) for a specific standard (3GPP2), we are augmenting our knowledgebase in [6]–[9].

Systems engineers from several commercial companies have performed similar studies, for both High Speed Packet Access (HSPA) and Long Term Evolution (LTE) networks. Their contributions feed into the knowledge-base maintained by the standards bodies (3GPP, 3GPP2), and can be found in [10]. A sampling of academic investigations for MIMO capacities is [11]–[13]. The rest of this paper is organized as follows. We discuss the simulation platform in Section II, and the results in Section III. Section IV summarizes our work, and presents some key conclusions.

\section{Simulation Platform}

We developed a system-level simulation platform for computing the throughputs of MEA cellular systems. The test bed is sufficiently general to allow us to work with several key system-level parameters, namely, size of the transmit and receive MEAs; frequency reuse factor; antenna pattern (omni or sectorized); degree of error protection (perfect coding, no coding, or intermediate coding strategies); maximum constellation size; and, Rician \(K\)-factor.

\subsection{MIMO System Model}

In our MIMO cellular data environment, a given cell, consisting of a serving BS and a MS on every frequency channel, is surrounded by one contiguous tier of six cells. Our platform incorporates aspects of the 3GPP2 environment, as detailed in Table I.

\begin{table}[h]
\centering
\caption{3GPP2 Simulation Parameter Summary}
\begin{tabular}{|c|c|}
\hline
1 & Cell Geometry \tabularnewline & Regular array of hexagonal cells, with site-to-site distance 2.5 km (i.e., cell radius of 1.4434 km). \tabularnewline 2 & Number of Cells \tabularnewline & 1 tier-ring, 3 sector system (21 sectors total). \tabularnewline 3 & Antenna Horizontal Pattern (sectoring) \tabularnewline & \(70^\circ\) (\(-3\) dB), with 20-dB front-to-back ratio (see Note 1 below). \tabularnewline 4 & Antenna Orientation \tabularnewline & \(0^\circ\) azimuth is North (main lobe). No loss is assumed on the vertical dimension. \tabularnewline 5 & Propagation Model \tabularnewline & \(28.6 + 35\log (d)\) dB, \(d\) in meters. Modified Hata Urban Propagation Model @ 1.9 GHz (COST 231). Min. separation of 35 m between MS and BS. \tabularnewline 6 & Lognormal Shadowing \tabularnewline & Standard Deviation \(\sigma = 8.9\) dB (see Note 2 below). \tabularnewline 7 & Base Station Correlation \tabularnewline & 0.5 (see Note 2 below). \tabularnewline 8 & Mobile Noise Figure \tabularnewline & 10 dB. \tabularnewline 9 & Thermal Noise Density \tabularnewline & \(-174\) dBm/Hz. \tabularnewline 10 & Carrier Frequency \tabularnewline & 2 GHz. \tabularnewline 11 & System Bandwidth \tabularnewline & 5 MHz. \tabularnewline 12 & BS Antenna Gain \tabularnewline & 15 dB total from 17 dB BS gain; 2-dB cable loss. \tabularnewline 13 & Other Losses \tabularnewline & 10 dB. \tabularnewline 14 & Fast Fading Model \tabularnewline & Rician (see Table 2). \tabularnewline 15 & BS maximum PA Power \tabularnewline & 20 W. \tabularnewline 16 & Maximum C/I achievable \tabularnewline & 13 dB for typical IS-95 and cdma2000 1x systems and 18 dB for 1xEV-DV and 1xEV-DO systems. \tabularnewline \hline
\end{tabular}
\end{table}

\begin{notes}
1. The base station antenna pattern used for each sector, is specified by
\[ G(\theta) = -\min \left[ 12 \left( \frac{\theta}{\theta_{3dB}} \right)^2, A_m \right] \text{ dB}, \quad -180 \leq \theta \leq 180, \]
where \(\theta_{3dB}\) is the \(3\)-dB azimuth beamwidth and \(A_m = 20\) dB is the maximum attenuation.
\end{notes}

\(^{1}\)For configuration (1, 2), we can employ either the maximal ratio combiner (MRC) or the minimum mean square error (MMSE) receiver structure. Of the two, MMSE is higher performing, as it offers an optimal balance between diversity and co-channel interference suppression, leading to higher throughput. MRC on the other hand offers only a diversity benefit.
2. The random shadow fading \( x_k \) between a MS and a BS, \( \text{whether serving or interfering} \) is the weighted sum of a component \( z \) common to all cell sites and a component \( z_k \) which is independent of \( z \) and from one cell site to the next. Both components are Gaussian distributed with zero mean and standard deviation \( \sigma \). Thus, \( x_k = az + b z_k \), \( k = 0 \ldots 6 \), where \( a^2 + b^2 = 1 \). In this study, we assume \( a^2 = b^2 = 1/2 \), meaning that \( x_u \) and \( x_v \), \( u \neq v \), are 50\% correlated.

The complex baseband channel gain between the \( j \)th transmit antenna and the \( i \)th receive antenna is modeled by

\[
h_{ij} = \sqrt{G(\theta)} \sqrt{A \left( \frac{d_{ij}}{d} \right)^\Gamma} \left[ \sqrt{\frac{K}{K+1}} e^{j\phi} + \sqrt{\frac{1}{K+1}} z_{ij} \right]
\]

where

- \( \theta \) is the angle between the 0\(^{\circ} \) azimuth, and the BS-MS link.
- \( d \) is the link length, \( \Gamma \) is the path loss exponent, and \( A \) is the median path gain at reference distance \( d_0 \).
- \( s = 10^{S/10} \) is a log-normal shadow fading variable, where \( S \) is a zero-mean Gaussian random variable with standard deviation \( \sigma \) dB.
- \( \phi = 2\pi d/\lambda \) is the phase shift of a plane wave from the transmitter to the receiver. We assume that for a given transmit-receive pair, all link-paths have the same length.
- \( z_{ij} \) represents the phasor sum of scattering components for the \((i,j)\) path. These are assumed to be zero-mean, unit-variance, i.i.d. complex Gaussian random variables.
- \( K \) is the Rician \( K \)-factor.

Using appropriate parameter values in (1), the path-loss portion of the channel gain formula (first square root term outside the brackets) is made to follow the propagation model specified in Table I (Item 5). The Rician \( K \)-factor typically decreases as the MS moves farther away from the BS. The assumed variation of the \( K \)-factor with distance is given in Table II.

### B. System Model Assumptions

We invoke the assumptions often made in conjunction with MIMO systems [1], [3]: (i) narrowband signaling, (ii) quasi-static (block) fading, (iii) long burst interval, and (iv) independently faded Rayleigh/Rician path gains. This permits a mathematical representation for the MIMO cellular system as follows:

\[
Y = HX + Z,
\]

where \( X \in \mathbb{C}^{7n}, Y \in \mathbb{C}^m \), are transmit (serving and interfering) and receive signals, \( H \in \mathbb{C}^{m \times 7n} \) is the channel gain and \( Z \in \mathbb{C}^m \) is thermal noise, that is Gaussian distributed with zero mean and power spectral density (PSD) \( N_0 \). Since the noises corrupting the different receive antennas are independent, \( Z \) has an autocorrelation matrix \( N_0 I_{m \times m} \), with \( I_{m \times m} \) being the identity matrix.

We assume only one tier of interferers around the serving BS. This assumption is made to simplify the simulations and is slightly optimistic; however, the rapid decay of signal power with distance makes this assumption reasonable. Moreover, we offset it with the pessimistic assumption that all co-channel interferers are transmitting all the time.

We assume an algorithm that perfectly adapts the transmission (via the constellation size\(^2\)) according to the instantaneous radio channel and interference conditions. For (2, 2) SM, it is possible for different transmit antennas to choose different constellation sizes.

The transmit power per antenna element is \( P/n \) so that the total power transmitted on each link is the same regardless of \( n \). Additionally, since cell-site (macro) diversity has been shown to have minimal impact on mean throughput calculations [14], [15], we do not use this in our simulations, i.e., for simplicity, we assume that users communicate with the base station that is the nearest, not necessarily strongest.

### C. Array Processing Schemes

1) Transmit Diversity via Alamouti Coding: The Alamouti scheme is an optimal transmit diversity scheme. It is optimal in the sense that it offers the maximum code rate \( r = 1 \) and does not suffer from any loss of performance as compared to an MRC diversity scheme [16], [17]. Specific engineering aspects of this scheme are detailed in [18].

Under the assumption that noise plus co-channel interference (CCI) can be treated as complex Gaussian, the Alamouti scheme on a \((2, n)\) link has the same performance as the \((1, 2m)\) MRC receiver at half the transmit power of the \((2, n)\) MIMO configuration [18]. This enables an easy computation of the signal-to-interference-plus-noise-ratios (SINRs):  

\[
\gamma_i = \frac{|h_{0i}|^2(P/2)}{\sigma^2 + \sum_k \text{CCI}_{ik}}, \quad i = 1, 2, \ldots, 2m,
\]

\[
\gamma_{\text{alamouti}} = \sum_i \gamma_i, \quad i = 1, 2, \ldots, 2m,
\]

\(^2\)The procedure to compute the optimum size of the transmit constellations for all five configurations will be made explicit later (see Appendix).

<table>
<thead>
<tr>
<th>Distance %</th>
<th>0-5</th>
<th>5-15</th>
<th>15-25</th>
<th>25-35</th>
<th>35-45</th>
<th>45-55</th>
<th>55-65</th>
<th>65-75</th>
<th>75-85</th>
<th>85-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rician K</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
where:
- \( h_{i0} \) is the instantaneous signal gain from the serving BS to the \( i \)th receive antenna.
- \( P \) is the total transmitter power.
- \( CCI_{ik} \) is the instantaneous power from the \( k \)th interfering BS at the \( i \)th receive antenna.
- \( \gamma_i \) is the input SINR at the \( i \)th branch of the MRC receiver.
- \( \gamma_{alamouti} \) is the SINR at the receiver output.

Equation (4) is the well known result that the SINR of an MRC receiver is equal to the sum of SINRs of its individual branches.

2) The Minimum Mean-Square Error (MMSE) Receiver: MIMO permits the creation of several parallel transmission streams, i.e., spatial multiplexing. These streams interfere at each receive antenna, which the receiver array processor separates by using an appropriate set of weights. In this study, we assume use of the MMSE processor to implement spatial de-multiplexing. Other possible receiver array processors are zero-forcing (ZF), successive-interference-cancellation (SIC), ordered-SIC (OSIC) and OSIC-MMSE [14].

The MMSE array processing scheme separates the received signals by computing a linear combination of the received signals using a set of weights that achieves the minimum mean-square error between the output estimate and the true signal sample. Thus,

\[ \hat{X} = WHY. \]  

The performance index is,

\[ \zeta(WH) \triangleq E \left[ \sum_{j=1}^{n} |x_j - \hat{x}_j|^2 \right] = E \left[ \sum_{j=1}^{n} |x_j|^2 - 2\Re\{XH^\dagger Y\} + |Y|^2 \right], \]  

where \( x_j \) is the \( j \)th transmitted signal. The expectation in (6) is taken with respect to the noise and the statistics of the data sequences. The desired weight matrix that yields the minimum mean-square error is given as [14]

\[ W = A^{-1}H, \]  

where,

\[ A = HH^H + \frac{\sigma^2}{P/n}I_{m \times m}. \]  

The post-processing SINR on the \( j \)th decoded stream can be shown to be [14], [19],

\[ \gamma_j = (H_j^H R_{jj}^{-1} H_j), \quad j = 1, 2, \ldots, n, \]  

where

\[ R_j = \sum_{l=1, l \neq j}^{\gamma_n} (H_l)(H_l)^H + \frac{\sigma^2}{P/n}I_{m \times m}, \]  

and \( (H)_{ij} \) is the \( j \)th column of \( H \).

D. Link Throughput

For AWGN channels, achievable throughput is upper-bounded by the Shannon limit

\[ T_j = \log_2 (1 + \gamma_j), \]  

where \( T_j \) is the sub-channel throughput. The per-user data throughput is \( \sum_j T_j \).

For practical systems, it is known that link throughput can be approximated by using curves shifted by SINR “offsets” from the Shannon curve [20]. The exact offset used depends on the link configuration (SISO, MEA), the receiver structure, etc. We can thus write

\[ T_j = \log_2 \left( 1 + \frac{\gamma_j}{10^{\frac{r_j}{10}}} \right). \]

The authors in [20] report that a 3-dB offset from the Shannon curve is needed to take into account finite alphabets and imperfect channel coding (especially when the block size is not very large), and overhead. For the SISO configuration, the channel estimation SINR penalty — from the overhead of the pilot signals and from non-ideal demodulation using the noisy channel estimate — is about 0.5 dB. This leads to an overall 3.5-dB offset for the SISO configuration.

When two transmit antennas are employed, the transmit power of the pilot has to be split evenly between them; and when two receive antennas are employed, the operating point of each receive antenna is lowered by 3 dB. In either case, the channel estimation penalty gets worse by about 0.5 dB as compared to SISO. When two transmit and two receive antennas are employed, the offset used is 1.5 dB — which is more than the cumulative effect of using either two transmit antennas or two receive antennas. Moreover, in (2, 2) SM, there is an additional 1-dB penalty in channel estimation, since the MMSE receiver needs to invert the channel gain matrix as part of the channel estimation procedure. This leads to the offsets from the Shannon curve, Table III.

We will use these SINR offsets in our computations. To confirm the robustness of our conclusions, however, we will also consider the case where all offsets are the same, as we discuss next.

III. SIMULATION RESULTS

We computed throughputs of all five configurations cited above, both where the SINR offsets are non-uniform, as given by Table III, and where they are all the same. In the latter case, we use a 6-dB offset.
Trying many possible combinations of offsets for the various configurations is too expensive an undertaking for gauging the sensitivity of conclusions to the chosen SINR-offsets. The search space is considerably reduced by investigating reasonable offsets that will likely “stress” our conclusions. This is best brought about by using offset values that benefit the test” our conclusions. This is best brought about by investigating reasonable offsets that will likely “stress SINR-offsets. The search space is considerably reduced for gauging the sensitivity of conclusions to the chosen various configurations is too expensive an undertaking

A. Metric 1: Mean Throughput

Our results are summarized next. Each configuration fares for each metric defined earlier. We shall answer these questions by measuring how each configuration fares for each metric defined earlier. Our results are summarized next.

A. Metric 1: Mean Throughput

This metric gives the average of the link throughput, Table IV.

From this table, we conclude the following:

- (2, 2) MMSE is the best configuration for the case of differential SINR-offsets, and is very close to the best configuration for the case of uniform SINR-offsets. Hence neither (2, 2) configuration is attractive, considering receiver complexity and costs.
- (2, 1) Div is only slightly better than (1, 1), and is within approximately 0.6 bps/Hz of (1, 2) MMSE.
- (2, 2) SM is slightly better than (2, 2) Div.
- The performance gap among configurations narrows for the more realistic case of differential offsets as compared to the case of uniform offsets.

B. Metric 2: 30th Percentile of User Throughputs Cell-Wide

This metric gives the throughput achieved or exceeded on 70% of all links, taken over location and fading state, Table V. From this table, we draw conclusions similar to those above except that in this case (2, 2) Div fares slightly better than (2, 2) SM.

(2, 2) SM produces lower multipath-averaged throughputs for its 30th percentile users than (2, 2) Div (Table V), but produces higher mean throughput (Table IV). Since both configurations see the same set of users statistically, it is the receiver structure that results in the creation of these differences. The implication is that stream decoupling/cross-stream interference (XSI) in SM works against some set of users, while enhancing a favored set of users. Div, on the other hand, attempts throughput improvement over all users. These differences will likely further exaggerate for higher-order MEAs.

Fig. 1 shows a scatter plot ranking all five configurations for Metrics 1 and 2. Both cases, uniform (smaller markers) and differential offsets (larger markers), are shown. For the (2, 2) SM case, the values overlap (See the last column in Tables IV and V).

<table>
<thead>
<tr>
<th>System</th>
<th>(1, 1) SISO</th>
<th>(2, 1) Div</th>
<th>(1, 2) MMSE</th>
<th>(2, 2) Div</th>
<th>(2, 2) SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diff. Est. Offsets (bps/Hz)</td>
<td>2.50</td>
<td>2.58</td>
<td>3.17</td>
<td>2.87</td>
<td>3.06</td>
</tr>
<tr>
<td>Unif. Est. Offsets (bps/Hz)</td>
<td>2.24</td>
<td>2.37</td>
<td>3.00</td>
<td>2.77</td>
<td>3.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System</th>
<th>(1, 1) SISO</th>
<th>(2, 1) Div</th>
<th>(1, 2) MMSE</th>
<th>(2, 2) Div</th>
<th>(2, 2) SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diff. Est. Offsets (bps/Hz)</td>
<td>0.64</td>
<td>0.66</td>
<td>1.60</td>
<td>0.97</td>
<td>0.52</td>
</tr>
<tr>
<td>Unif. Est. Offsets (bps/Hz)</td>
<td>0.43</td>
<td>0.47</td>
<td>1.26</td>
<td>0.83</td>
<td>0.52</td>
</tr>
</tbody>
</table>
two perspectives simultaneously. From both perspectives, and for either offset case, \((1,2)\) MMSE is more attractive than the others, confirming previous conclusions.
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Figure 2. Mean throughputs of 10 rings of equal user population with differential SINR offsets.

Fig. 2 shows the mean throughputs of 10 concentric rings of equal user population. Ring 1 consists of the 10\% of users closest to the BS. The throughput is averaged over multipath fading, shadowing, and location (the users in the ring). Examining Fig. 2, we see that:

- For users closest to the BS, \((2,2)\) SM offers a high average throughput.
- For other users, all configurations except \((1,2)\) MMSE provide comparable performance, with \((2,2)\) SM doing slightly better than \((2,2)\) Div for ring 10.
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Figure 3. Mean throughputs of 10 rings of equal user population with uniform SINR offsets.

Fig. 3 shows the same plot for the case of uniform SINR-offsets. As expected, the curves diverge, since higher-order MEAs benefit from a lower relative offset penalty. However, the divergence is small. Moreover, except for populations closest to the BS, \((1,2)\) MMSE remains the most attractive configuration.

We have established that, although both SINR-offset cases result in minor differences in throughputs of the configurations, they do not change the overall conclusions. Therefore, we drop the case of uniform SINR-offsets from further consideration, opting to use the more realistic case of differential SINR-offsets from this point on.

![Image](image3.png)

Figure 4. Fast-fading-averaged cell-wide distribution of throughput for all five configurations (differential offsets).

Fig. 4 shows another throughput statistic: the distribution of multipath-averaged user throughputs on a cell-wide basis. The following salient points should be noted:

- All configurations, with the exception of \((2,2)\) SM, operate with only one transmit stream and hence have a peak rate of 4 bps/Hz. \((2,2)\) SM operates with two streams, thus it can offer up to 8 bps/Hz.
- \((2,2)\) SM appears lucrative only for throughput requirements exceeding 4 bps/Hz. In fact, for throughputs less than 4 bps/Hz, it is the worst configuration.
- In the mid-region, the curves are about parallel to one another. It is for this reason that the value of the percentile chosen (lowest 30\%) for Metric 2 is arbitrary.

IV. SUMMARY AND CONCLUSIONS

The objective of this study was to quantify and compare the throughput performance of five link configurations involving one or two antenna elements at each end.

Our results indicate that, in the context of a limited number of constellation sizes, and for the case of differential SINR-offsets, \((1,2)\) MMSE is the configuration of choice for both metrics considered. The other four are comparable in performance with each other. The main reasons why \((1,2)\) MMSE scores best are: relatively low channel estimation penalty, the absence of cross-stream interference at receive antennas, and an excess receive antenna to suppress CCI.

For the case of uniform offsets, the throughput results change by small amounts, but the main conclusions do not change from those for differential offsets. This reinforces our findings and shows them to be robust to assumptions used in the study.

The MMSE receiver assumed here for \((2,2)\) SM is one example of the many receivers that can decouple the SM streams; ZF, SIC, OSIC, and OSIC-MMSE receivers are some others. Since changing the particular receiver amounts to changing the SINR offset, against which our conclusions are found to be stable, we claim that \((1,2)\) MMSE is the preferred configuration regardless of the particular receiver chosen by \((2,2)\) SM to de-couple its streams.
APPENDIX A PROJECT DESCRIPTION SUMMARY

It is clear that we intend to compute throughput statistics of the five configurations. For the benefit of the reader, we list the steps involved:

- Distribute MSs in cell.
- Generate channel matrix $\mathbf{H}$ as given by (1). The size of $\mathbf{H}$ is given by (2).
- Compute post-processing SINR of substream $j$ [(3) and (4) for Div, (9) and (10) for SISO, MMSE and SM].
- Compute throughputs for substream $j$ [(12) and Table III].
- The “MEA throughput” is sum of the throughputs of the individual substreams.

At the beginning of each block-fade interval, pilot signals are transmitted to estimate the receiver array weights. The receiver then determines the constellation size (M) from the substream post-processing SINRs, and communicates this information to the transmitter. Adaptive modulations at each transmit antenna then quickly select the corresponding optimal QAM constellation. The channel remains known throughout, since estimation-feedback-adaptation occurs within the block fade interval.
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