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Abstract— Wireless sensor networks applications are growing and so are their security needs. However, due to severe memory, computing and communication limitations, wireless sensor networks security presents tremendous challenges. Central to any security service, key management is a fundamental cryptographic primitive to provide other security operations. In this paper, we propose IKM, an identity based key management scheme designed for heterogeneous sensor networks. This scheme provides a high level of security as it is based on a variant of public key cryptography named pairing identity based cryptography. The IKM scheme supports the establishment of two types of keys, pairwise key to enable point to point communication between pairs of neighbouring nodes, and cluster key to make in-network processing feasible in each cluster of nodes. IKM also supports the addition of new nodes and re-keying mechanism. A security analysis is presented to prove the scheme resilience against several types of attacks especially the node compromise attack. We also perform an overhead analysis of the proposed scheme in terms of storage, communication, and computation requirements. To demonstrate the feasibility of this scheme, we present implementation and performance evaluation of the proposed scheme on Crossbow TelosB motes running TinyOS. The results indicate that it can be deployed efficiently in resource-constrained sensor networks that need a high level of security.

Index Terms— Key management, Identity based cryptography, Sensor networks.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) are widely used in several applications such as military, healthcare, automotive, research, and so on. Many sensors based applications are often deployed in potentially adverse or even hostile environment. Therefore, they are dependent upon the secure operation of a sensor network, and suffer serious consequences if the network is compromised or disrupted. WSN security presents several challenges. First, communication is difficult to protect since it is realized over a wireless channel. Hence, adversaries can easily eavesdrop, intercept, inject, and alter transmitted data. Second, since sensor networks may be deployed in a variety of physically insecure environments, adversaries can steal nodes, recover their cryptographic material, and pose as authorized nodes in the network. Third, sensor networks are vulnerable to resource consumption attacks. Adversaries can repeatedly send packets to drain a node battery and waste network bandwidth. However, WSNs present inherent limitations. Sensor nodes are battery powered and equipped with integrated sensors, low data processing capabilities, and short-range radio communications. This makes security a challenging problem.

All security mechanisms are usually orchestrated around robust encryption and authentication algorithms. Keys for encryption and authentication purposes must be agreed upon by communicating nodes. In resource constrained WSNs, achieving such key agreement is nontrivial. So, besides lightweight ciphers, efficient key management mechanisms are needed.

Previous research on key management in sensor networks mainly considers homogeneous sensor networks organised in a flat architecture [1][2]. Following this design, homogeneous sensors are dispersed in the region of study and each sensor is programmed to perform all possible application tasks and to communicate with its neighbours via Adhoc networking. However, despite the efficiency and the simplicity of flat Adhoc sensor network applications, research has demonstrated the limitations of the flat topology in terms of performance and scalability [3][4]. Recently, hierarchical networks have been proposed as an alternative topology to flat Adhoc topologies. This architecture considers two types of nodes: a small number of powerful High-end sensors
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(H-sensors), e.g., Imote2 [5], and a large number of Low-end sensors (L-sensors), e.g., the TelosB motes [6] (see Fig. 2). L-sensors are in charge of performing simpler tasks, while resource-rich, high-power H-sensors take on more complex tasks. A heterogeneous architecture provides scalability, notable energy efficiency and security benefits [4] [7].

In this paper, we propose IKM, a key management scheme for such a heterogeneous architecture [33]. The proposed scheme uses one variant of public key cryptography, named Identity Based Cryptography (IBC), to establish pairwise keys between sensor devices. Identity based-cryptography is based on Elliptic Curve Cryptography (ECC) and pairing function. It avoids the use of digital certificates which bind a wireless sensor node identity to its public key. Also IBC enables the generation of keys between pairs of nodes without any pairwise node interaction. Indeed, a node will establish a secure key with the other node knowing only its public identity. Another advantage of IBC is the possibility of scaling the number of nodes in the network since each node keeps only its secret key.

Public key cryptography has been considered too expensive for resources constrained sensor nodes. Traditional public-key algorithms (such as RSA [8]) require extensive computations, and are therefore not suitable for tiny sensor devices. However, recent progress in ECC research [9] provides new opportunities to utilize ECC-based public-key cryptography in sensor networks. The recent implementation of 160-bit ECC on Atmel ATmega128, a CPU of 8Hz and 8 bits, shows that an ECC point multiplication takes less than one second. Since in-network processing techniques lend themselves to the logical structure of Heterogeneous Sensor Networks (HSN), our proposed key management protocol must support these techniques. In fact, in-network processing removes the redundancy in collected data and so it increases the computation tasks while decreasing the communication operations. Since computation is much less energy consuming than communication, in–network processing saves the energy budget in WSN. In addition, in-network processing enables WSN to provide more complex services to application layer, and not only data gathering functionality. However, in-network data processing introduces also many challenging security issues. Particular keying mechanisms may preclude or reduce its effectiveness. So, the proposed key management protocol should not only support the traditional pair-wise key establishment mechanism but also cluster keys must be established. Hence, two types of keys must be computed: (1) a pairwise key shared between every two communicating nodes, and is unique to those nodes and (2) a cluster key which is a common key shared among all nodes in the same cluster, and is mainly used for securing locally broadcasted messages. Hence, the proposed scheme consists of a pairwise key establishment protocol and a cluster key transport protocol. IKM key management solution can scale well and supports the addition of new sensor nodes. Also, the proposed scheme supports re-keying mechanisms.

To analyse the security robustness of the proposed scheme, we discuss several attacks that threat its secure functioning and demonstrate how it can efficiently defend against them. Then, we evaluate analytically the storage, computational and communication overhead introduced by our scheme. Also, we report results obtained from implementation of the proposed scheme over TelosB motes.

The rest of this paper is organised as follows: Section 2 provides related work. Section 3 gives some preliminaries on elliptic curves and bilinear pairing and describes the proposed key management protocol for pairwise keys and cluster keys establishment. In Section 4, a security analysis of the proposed scheme is made to prove its resilience against various types of attacks. An overhead analysis and an evaluation of the IKM scheme using TelosB motes are also presented in Section 5. Finally, Section 6 concludes the paper.

II. RELATED WORKS

The distribution of symmetric keys is one of the main challenges in WSN. Many schemes were proposed in the literature. The simplest way is to let the network nodes share a single secret key. Unfortunately, the compromise of even a single node in a network would reveal the secret key and thus allow decryption of all network traffic. Yet another approach is the full pairwise scheme. This approach uses a shared unique symmetric key between each pair of nodes. This scheme is memory-intensive and does not scale up. To fully take advantage of the information available to the sensor networks, schemes using information from the environment were proposed. Deployment knowledge about the environment is frequently used for a more optimized design. For example, Du et al. proposed a key management scheme using deployment knowledge [11]. Liu et al. proposed a location-based pairwise key establishment for relatively static sensor networks [12] using the prior knowledge obtained before distributing the sensor nodes. The memory usage per sensor is greatly improved while the connectivity of the sensor network is maintained.

Blom [13] and Blundo et al. [14] proposed respectively a matrix and a polynomial key generation schemes. These schemes guarantee that any two nodes in a network of size n will be able to perform pairwise key, but each of these schemes also involves an \( \Omega(n) \) high memory cost if we require that the system be secure against an adversary capable of compromising a fraction \( \lambda \) of the total number of nodes. The solution is \( \lambda \) secure, meaning that coalition of less than \( \lambda+1 \) sensor nodes knows nothing about pairwise keys of others. Another important key establishment scheme relying on probabilistic key pre-distribution technique was firstly published by Eschenauer and Gligor [1]. This approach consists of assigning to each sensor node a random subset of keys from the key pool before deployment. Any two nodes able to find one common key within their respective subsets can use that key as their shared secret to initiate communication. Further schemes were proposed based on [1], such as the q-composite random
One of the important mechanisms in sensor networks, i.e. in-network processing, is not considered in the previous schemes. So, hierarchical key management solutions are proposed. Zhu et al. proposed a protocol named LEAP [2] to help establish individual keys between sensors and a base station, pairwise keys between sensors, cluster keys within a local area, and a group key shared by all nodes.

All the previous described solutions consider a network with a homogenous set of nodes. Recently deployed sensor network systems are increasingly following heterogeneous designs. In [4], Du et al. considered key management in a Heterogeneous Sensor Network (HSN) that consists of a small number of powerful High-end sensors (H-sensors, e.g., PDAs) and a large number of Low-end sensors (L-sensors, e.g., the MICA2 nodes). Their basic idea is the use of the Asymmetric pre-distribution which consists of pre-loading a large number of keys in each H-sensor while only pre-loading a small number of keys in each L-sensor. Similarly, Traynor et al. [17] proposed a probabilistic unbalanced distribution of keys throughout the network that leverages the existence of a small percentage of more capable nodes. They demonstrated that this solution can not only provide a significant level of security but also reduce the consequences of node compromise.

Another major approach for distributing keys in WSN is the asymmetric approaches which rely on public key cryptography. In these schemes, a private/public key pair is assigned to each node. Rivest Shamir Adleman (RSA) [8] algorithm is one of the most popular public-key encryption algorithms currently available. It is frequently used in wired networks. Its security is based on the difficulty of solving the Integer factoring problem. Elliptic curve cryptography (ECC) [9] was then developed by Koblitz and Miller. ECDLP “Elliptic Curve Discrete logarithm Problem” is one variant of ECC used to compute pair-wise keys. It is based on the difficulty of solving the discrete logarithm problem on elliptic curves. ECC can obtain the same security level as RSA while only few bits are required to be transmitted by the radio.

Recent advances in elliptic curve cryptography make public key cryptography feasible for WSNs. This paper, we focus on a variant of ECC named identity based cryptography which is based on bilinear pairing. Before the new key management scheme based on bilinear pairing is proposed, we first introduce some basic concepts regarding elliptic curves and pairing functions [22] [23].

(i) Elliptic curves

Elliptic curves are usually defined over binary fields \( \mathbb{F}_2^m \) or over prime fields \( \mathbb{F}_q \) \((q \geq 3)\). Let \( q \) be a large prime number. An elliptic curve \( E_q \) defined over a finite field \( \mathbb{F}_q \) is given by:

\[
y^2 = x^3 + ax + b \quad \text{such that } a, b \in \mathbb{F}_q \tag{1}
\]

\( E_q \) is then the set of points \( P(x,y) \) where \( x, y \in \mathbb{F}_q \) verifying (1). \( E_q \) is a finite group if the discriminant of (1) is nonzero, i.e. \( 4a^3 + 27b^2 \neq 0 \). The set of solutions \((x,y)\) of (1) together with a point \( O \), called the point at infinity, and a special addition operation define an Abelian group, called the Elliptic Curve group. The point \( O \) acts as the identity element (for more details, see [23]).

The security of elliptic curve cryptosystems is based on the difficulty of solving the Discrete Logarithm
Problem (DLP) on the elliptic curve group. The Elliptic Curve Discrete Logarithm Problem (ECDLP) defined in $E_q$ is the following: given $P$ and $kP \in E_q$, it is very difficult to determine the value of $k$.

(ii) Bilinear pairing

Identity-based cryptography is based on the existence of bilinear maps called pairings, which are mathematically defined in terms of the elliptic curves algebra with coefficients in a finite field. Such a function is used to compute a common secret between two interlocutors to establish a confidential channel between them. A centralized entity that contains a confidential value $s$, associates to each user a secret built as the output of a known one-way hash function multiplied by its secret $s$. The hash function uses the user’s public identity as input. So any pair of nodes can establish a common secret key knowing only their respective public keys. And as long as an intruder doesn’t explore the unique secret key of each node, any pairwise key that this node computes can’t be explored or regenerated by this intruder.

To be more accurate, the pairing can be seen as a function: $e: G_1 \times G_1 \to G_2$

where $G_1$ is a finite cyclic group, defined usually by a set of points of an elliptic curve, with an additive law of composition, and $G_2$ is a finite cyclic group implemented using a multiplicative subgroup of an extension of the underlying finite field. The two groups are of the same order. Let $P$ be an arbitrary generator of $G_1$. Note that $aP$ denotes $P$ added to itself $a$ times. Assume that the ECDLP problem is hard in $G_1$ and the DLP is hard in $G_2$. This pairing function must satisfy the following three properties:

1. Bilinearity: if $P, Q, R \in G_1$ and $a \in Z_q^*$, then $e(aP, Q) = e(P, R) e(a, Q)$.

2. Non-degeneracy: There exists $P, Q \in G_1$ such that $e(P, Q) \neq 1$.

3. Computability: There exist efficient algorithms to compute $e(P, Q)$ for all $P, Q \in G_1$.

Two types of pairing are proposed in the literature: the Weil pairing and the Tate pairing. According to [22], the Tate pairing seems to be more efficient than the Weil pairing. In this paper, we adopt the Tate pairing.

To efficiently compute a Tate pairing, we must choose a pairing friendly curve such as the supersingular curves. The reader can refer to [20] to know how we can select such a curve.

Much research effort has been aimed at the optimization of the algorithm for pairing computation on supersingular curves [20][24]. The first algorithm of pairing was proposed by Miller [35] in 1986. In 2002, Baretto et al. [24] proposed some optimization to this algorithm. Then Dursma lee [25] proposed in 2003 some improvements on supersingular elliptic curves. This research has led to a new and efficient algorithm, the $\eta_T$ pairing, to compute the Tate pairing on a supersingular elliptic curve defined in a binary field $\mathbb{F}_{2^m}$. This algorithm is very efficient and well optimized for use in the context of resource constrained sensor Networks (see Fig. 1).

B. Network Model & Assumptions

We consider a hierarchical sensor network consisting of a Base Station (BS) and a set of heterogeneous sensor nodes grouped in clusters as depicted in Fig. 2. Each cluster contains several L-sensors deployed with one H-sensor. The general function of an L-sensor is to collect raw data and forward it to the corresponding H-sensor, designated as cluster head. This traffic represents the intra cluster communication. The inter cluster traffic is made by the H-sensors. H-sensors perform data aggregation of information flows coming from L-sensor nodes, and forward the aggregated data toward the Base Station either directly or via other Cluster Heads (CHs). One can build a heterogeneous sensor network by distributing H-sensors and L-sensors at the same time, or by adding a small number of H-sensors into an existing homogeneous sensor network. In addition, the BS, which is the ultimate destination of data streams from all the sensor nodes, may be connected to an outside network.

We assume a static sensor network, where all sensor nodes have fixed locations and arranged according to a cluster based topology. Each node is preloaded with a unique ID. Both H-sensors and L-sensors are assumed to know their location information. Also, nodes must be loosely synchronized as they are pre-loaded with a bootstrapping time. The BS, acting as a sink, is assumed trusted and will never be compromised. It is equipped with tamper resistant material.

It is expected that after cluster formation, each cluster head knows the IDs of each node in its cluster and the BS knows the IDs of the cluster heads. Also, each node is assumed to have a list of its immediate neighbors.

C. Identity based key management protocol

In this section, we describe IKM, the proposed key management protocol based on the difficulty of solving the discrete logarithm problem on elliptic curves and the

---

**Algorithm 1 : $\eta_T$ on $E(\mathbb{F}_{2^m})$**

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$u \leftarrow x_p + 1$</td>
</tr>
<tr>
<td>2.</td>
<td>$f \leftarrow u(x_p + x_q + 1) + y_p + y_q + b + 1 + (u + x_q)s$</td>
</tr>
<tr>
<td>3.</td>
<td>for $i \leftarrow 1$ to $(m + 1)/2$ do</td>
</tr>
<tr>
<td>4.</td>
<td>$u \leftarrow x_p, \ y_p \leftarrow \sqrt{x_p}, \ y_q \leftarrow \sqrt{y_p}$</td>
</tr>
<tr>
<td>5.</td>
<td>$g \leftarrow u(x_p + x_q) + y_p + y_q + x_p + (u + x_q)s + t$</td>
</tr>
<tr>
<td>6.</td>
<td>$f \leftarrow f \cdot g$</td>
</tr>
<tr>
<td>7.</td>
<td>$x_q \leftarrow x_q^2, \ y_q \leftarrow y_q^2$</td>
</tr>
<tr>
<td>8.</td>
<td>end for</td>
</tr>
<tr>
<td>9.</td>
<td>Return $f^{(2^{2m-1})-\frac{2^{2m}}{2^{(m+1)/2}+1}}$</td>
</tr>
</tbody>
</table>

Figure 1. The $\eta_T$ algorithm [20]
Tate pairing. The proposed protocol reduces key space requirements at the nodes. In fact a node does not need to store any key of the other nodes, rather it computes secret sharing key by using pairing. In addition, the proposed protocol allows the addition of new nodes and updates keys after a certain time to avoid cryptanalysis or following a node compromise. Since a single key is inappropriate for securing all communication patterns in a sensor network, our protocol supports the establishment of two different types of keys: the pairwise key and the cluster key. This helps minimize the impact of any key compromise to only a certain number of nodes and also enables the use of in-network processing techniques which are very important in WSN.

The protocol is composed of two phases: A pre-deployment phase where the BS preloads each node with corresponding information to be used to generate keys. The second phase sets up the network structure and establishes pairwise keys between neighbouring nodes and cluster keys for each group of nodes belonging to the same cluster.

**Pre-deployment phase:** During the bootstrap of the network, the BS must perform the following extra tasks.

- The BS chooses two groups $G_1$ and $G_2$, of the same prime order $q$. $G_1$ is an additive group and $G_2$ is a multiplicative group. Let $P$ be an arbitrary generator of $G_1$. Then, a bilinear map $e: G_1 \times G_2 \rightarrow G_3$ and two collision resistant cryptographic hash functions $H_1$ and $H_2$ are determined, where $H_1: [0,1]^* \rightarrow G_1$, mapping from arbitrary length strings to points in $G_1$ and $H_2: G_1 \rightarrow Z_q^*$, a mapping from $G_1$ to a value in $Z_q^*$.

- The BS picks a random number $s \in Z_q^*$ and then sets $P_{pub} = sP$. The base station keeps $s$ secret. The BS uses the value of $s$ to generate secret keys of sensor nodes.

- The BS preloads each node in the network with a unique identity and a bootstrapping time. The bootstrapping time must be sufficiently long to allow each node to establish pairwise keys with all its neighbours and also to obtain the cluster key. After this time, every node will not establish any other key except when the BS requests this and makes the necessary configuration.

- Then, the BS computes a private key $S_i = sQ_i$ where $Q_i = H_i(ID_i)$ for each node $i$, which is assigned to it prior to deployment. Therefore, the system parameters are $< G_1, G_2, e, q, P, P_{pub}, H_1, H_2 >$.

**Post deployment phase:** Once the nodes have been deployed, each node initialises a timer that expires when the bootstrapping time is finished. During this phase, pairwise keys as well as cluster keys are established.

(i) **Establishing pairwise keys between a pair of nodes $N_i$ and $N_j$**

- A pairwise key must be computed for each pair of adjacent nodes. We denote by $N$ either an H-sensor node or an L-sensor node or the BS. As illustrated in Fig. 3, a pairwise key is established as follows:

  1. Node $N_i$ generates a key $V_{ij} = e(S_i, Q_j) = e(Q_i, Q_j)^s$ which is used as a message authentication code (MAC) key between $N_i$ and $N_j$. In the same way, $N_j$ generates $V_{ji} = e(Q_i, S_j) = e(Q_i, Q_j)^s$. Then, the pairwise key is established as follows:

  2. Node $N_i$ chooses a random $r_i \in Z_q^*$, computes $R_i = r_iP$ and $M_i = MAC_{V_{ij}}(N_i, N_j, R_i)$ and sends the message $\{N_i, N_j, R_i, M_i\}$ to $N_j$.

  3. Similarly, $N_j$ chooses a random $r_j \in Z_q^*$, computes $R_j = r_jP$ and $M_j = MAC_{V_{ij}}(N_j, N_i, R_j)$ and sends the message $\{N_j, N_i, R_j, M_j\}$ to $N_i$.

  4. Upon receiving the message, $N_i$ verifies the MAC and computes the pairwise key $K_{i,j} = H_2(r_i, R_i) = H_2(r_i, P)$.

  5. Similarly, $N_j$ verifies the MAC and computes the pairwise key $K_{i,j} = H_2(r_j, R_j) = H_2(r_j, P)$.
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scheme is the ability of adding new sensors to the
network. New nodes may be added to the network upon
3. Key establishment between two nodes N_i and N_j

(ii) Establishing cluster key

A cluster key is a key shared by all the nodes of the
same cluster. The cluster key establishment phase (see
Fig. 4) follows the pairwise key establishment phase. At
the beginning of this phase:

1. Each cluster head H_i first generates a random
key KC_i ∈ Z_q.

2. Then, H_i transmits the message [H_i, L_j, E_{i,j}, T_i, M_{ij}] to
each low end node L_j at its transmission range where:
   - M_{ij} = MAC_{K_{C_i}}(H_i, L_j, T_i, KC_i): the message
     authentication code
   - E_{i,j} = Encrypt(KC_i, K_{i,j}): the encrypted cluster key
   - K_{i,j}: the pairwise key shared between H_i and L_j
   - And T_i a fresh timestamp

3. Upon receiving this message at the time T_j, L_j verifies
whether (T_i - T_j) ≤ ΔT. If it holds, L_j accepts H_i’s
message, where ΔT is a preset constant to protect
against replay attacks. Then, L_j verifies the MAC and
decrypts the message to obtain the key KC_i and stores
it in its table.

4. Next, L_j retransmits the cluster key, in the same way,
using the pairwise key shared with each L-sensor in
its neighbourhood. This process is repeated until all
the nodes in the cluster receive key KC_i.

The CH must update the cluster key when one of the
neighbours is revoked. This also protects against
cryptanalysis attacks. So, it regenerates a new cluster
key and transmits it to all the remaining neighbours in
the same way.

(iii) Node addition

A desirable property in a scalable key management
scheme is the ability of adding new sensors to the
network. New nodes may be added to the network upon
sensor node failure or to increase the network coverage.
The newly deployed sensor nodes need to establish secret
keys with existing nodes. Our key establishment solution
allows for the dynamic addition of new sensors without
having to contact the previously deployed sensors. In

Fact, each node must be pre-loaded with the pair (public
key, secret key) assigned to it by the key generation
center (the BS). Hence, this newly added node can then
establish a secure communication with any of its
neighbours. Our scheme allows the network to grow
without an upper limit on the network size.

(iv) Re-keying

The pairwise keys and the cluster keys must be
updated after a certain time. Using the same encryption
key for an extended period of time may expose the
network to a cryptanalytic risk. Also, a cluster key must
be renewed after detecting a compromised node.

To renew a pairwise session key, nodes must choose a
new random number and re-execute steps 2 to 5 of the
proposed pairwise key scheme. Also, to update a session
cluster key, a cluster head must choose a new random
number and repeat the process of the cluster key
distribution.

IV. Security analysis

We define typical attacks on sensor networks and
demonstrate how our proposed protocol can prevent
them. An attack consists of one or more of the following
operations.

- Eavesdropping, modifying, and false messages
  injecting.

The first type of attacks is to eavesdrop on the
information carried in the messages. This information
may be the data related to pairwise keys or the cluster key
itself. This operation threatens message confidentiality.
Modifying messages threatens message integrity. Finally,
fabricating false messages threatens message authenticity.

An adversary cannot know the value of a pairwise key
because it is generated at each end point, which is
programmed with a random secret number. As encryption
is used when transmitting cluster keys, their
confidentiality is guaranteed. Modifying keying materials
or keys and injecting false messages is prevented as
MACs are used. Regarding the fact that every node in the
network goes through key discovery and authentication
phase, these attacks are also prevented for ordinary
messages. In fact, during network bootstrapping, nodes
establish two types of keys that should secure their
communication from eavesdropping, modification, and
injection of false messages. Hence, confidentiality, integrity, and data authentication are assured.

- Replaying of messages.
  This operation threatens message freshness. In the bootstrapping phase, an attacker can replay the old pairwise key establishment messages. This attack is prevented as each sensor has a secret random number which allows it to generate the key. So, even if an adversary replays an old message trying to establish a pairwise key with a valid node, it will not be able to do this as he must solve the discrete logarithm problem to get the random numbers \( r_i \) or \( r_j \). For the cluster key, this attack is prevented as in each transmitted message there is a timestamp which guarantees its freshness. Moreover, when the bootstrapping time expires, any replay of messages designed for establishing any key is eliminated.

- Node capture attack
  In a node capture attack, an adversary gains full control over sensor nodes through direct physical access. Our proposed protocol cannot eliminate the node compromise problem, which is a very hard problem in WSN. However, the proposed protocol can prevent adversaries from spreading the impact of node compromise across the entire network. Given the assumptions mentioned before, an adversary cannot compromise a node in the bootstrapping phase. This is a powerful property as all the keys are established during this phase and hence the adversary cannot explore these keys. After this phase, an adversary can compromise a node and compromise all the links directly connected to this node. The rest of the network remains secure as this adversary cannot establish any other links with other nodes placed in a distant region. So the impact of the attack will be local to the compromised node and its immediate neighbours.

- Attacks on routing protocols
  Many attacks on routing protocols are based on the node capture attack. Our proposed protocol can efficiently defend against several of them such that the sinkhole attack, the wormhole attack, the Sybil attacks etc. More details about these attacks can be found in [26].

  After deployment, it is assumed that each node would keep a list of its immediate neighbours. This list is trusted as it is acquired in the bootstrapping phase. Therefore, a sinkhole attack or a wormhole attack can be detected. Moreover, the Sybil attack is prevented as valid identities are assigned by the trusted BS, and since each node knows the set of valid nodes with which it may communicate. Hence, an adversary cannot convince another node, which is not really in its neighbourhood, that it is a near one. A variant of the Sybil attack, the node clone attack, consists of cloning a device and placing it in different parts of the network or in the same place in order to disrupt the routing protocol. If the adversary places the cloned nodes in different regions, a legitimate node will detect this attack as it does not include this identity in the list of neighbours. If the nodes are placed in the same region, they can establish denial of service attack. It is then the role of the media access control layer to prevent this attack.

V. PERFORMANCE EVALUATION

In this section, we present the performance evaluation of the proposed key management scheme. We compare in the first subsection the storage overhead of our scheme with the key pre-distribution scheme proposed by Eschenauer and Gligor [1] which is referred as the E-G scheme, Du et al. scheme [4] which is referred as the Asymmetric Pre-distribution scheme (AP scheme), Du et al. scheme [27] which is referred as the centralized ECC key management scheme, and the TinyIBE scheme [34] proposed by Szczepkowiak et al. Next, the communication overhead and the computational overhead introduced by the proposed pairwise key establishment scheme are compared with E-G scheme and TinyIBE. In the second subsection, we give implementation details and evaluation of the proposed scheme.

A. Overhead analysis

In this section, we analyse the storage cost (Scost), the computation cost (Cpcost) and the communication cost (Cccost) of the proposed key management scheme.

(i) Storage Overhead

We assume that our Heterogeneous Sensor Network (HSN) is composed of M H-sensors and N L-sensors. Typically, we have \( M << N \). Because we use pairing in our proposed key management scheme, neither H-sensor nor L-sensor nodes need to pre-load private or public keys of the other nodes. Each node needs only to store its secret key assigned to it by the key generation centre (which is the base station in our HSN). Hence, after deployment, each node can compute its shared secret with each of its neighbouring nodes using pairing computation. Thus, the total storage requirement in key length unit for a network with \( M+N \) sensor nodes is:

\[
S_{cost} = M + N
\]  

(2)

For the AP scheme an L-sensor node and an H-sensor node are assumed to have a probability of connecting given by the following equation:

\[
P[Match] = 1 - \frac{(P - k)!(P - m)!}{P!(P - m - k)!}
\]  

(3)

Where \( P \) is the key pool size, \( k \) is the size of the key ring in each L-sensor, and \( m \) the size of the key ring in H-sensor nodes with \( m \gg k \). The total number of pre-loaded keys in a network using the AP scheme is:

\[
S_{cost} = N * k + M * m
\]  

(4)

For the E-G scheme and a homogeneous sensor network with \( M+N \) sensors, the probability of connectivity is given by the following equation:
The total number of pre-loaded keys in the network is:

\[ S \text{ cost} = (N + M) * k \]  \hspace{1cm} (6)

In the centralized ECC key management scheme designed for HSN, each L-sensor is pre-loaded with its private key and the public key of H-sensor. Each H-sensor is pre-loaded with public keys of all L-sensors, plus a pair of private/public key for itself, and a key \( K_{HI} \) for newly deployed sensors. Thus, an H-sensor is pre-loaded with \( N + 3 \) keys. The total number of pre-loaded keys is:

\[ S \text{ cost} = M * (N + 3) + 2 * N = (M + 2)N + 3M \]  \hspace{1cm} (7)

For the TinyIBE scheme, each H-sensor is pre-loaded with 3 keys and the total number of pre-loaded keys in the network is:

\[ S \text{ cost} = 3 * M \]  \hspace{1cm} (8)

Next, we use an example to compare the storage requirement of our proposed IKM scheme, the E-G scheme, the AP scheme, the centralized key management scheme, and TinyIBE. If we consider a HSN network with \( N=1000 \) L-sensors and \( M=10 \) H-sensors, the total memory requirement for our proposed scheme is 1010 keys. However, in the AP scheme, if we consider a key pool with 10,000 keys and each H-sensor is loaded with \( m=500 \) keys from this pool where each L-sensor is loaded with \( k=20 \) keys, the total storage requirement is \( 1000*20+10*500=25000 \) keys, which is almost 25 times larger than our proposed scheme for a connection probability not exceeding 65%. Now, if we consider the E-G scheme applied in a homogeneous sensor network with \( M+N=1010 \) sensors, where each sensor is pre-loaded with 100 keys, and for the same connection probability as the AP scheme (65%), the memory requirement will be \( 1010*100=101000 \) keys, which is 100 times larger than our proposed scheme. To increase the connection probability, we must also increase the size of the key rings in the E-G scheme or in the AP scheme, resulting in more intensive memory requirement. However, for our proposed scheme, the storage requirement is independent of node connectivity.

For the centralized key management scheme, which is an asymmetric key pre-distribution scheme, the total storage requirement is 12030 keys, which is 12 times larger than the storage requirement of our proposed IKM scheme. The TinyIBE scheme has a storage cost of 30 keys which is lower than the memory requirement of our proposed scheme.

In Fig. 5 and Fig. 6, we plot the total storage requirements of the IKM scheme, the centralized key management scheme, and the E-G scheme, for different sizes of the sensor network and different numbers of pre-loaded keys in E-G scheme. Recall that IKM and ECC are designed for heterogeneous sensor networks. For these schemes, we assume that the network is always composed of 10 H-sensors and the rest are L-sensor nodes. The plots show clearly that the proposed IKM scheme has significantly less storage overhead than the other schemes.

(ii) Communication Overhead

The most energy consuming operation in sensor networks is communication. Therefore, it is important that transmissions be used sparingly. In our proposed key management protocol, pairwise keys and cluster keys must be established. To establish a pairwise key with a desired neighbour, a node must activate its transmitter twice, once for transmitting and once for receiving. If a node has more than one neighbour, these two operations will be repeated with each of its communicating neighbours. So, there is only one message to be exchanged for each node to establish a key with a neighbouring node. For the other comparative schemes, each node must also exchange one message to establish a pairwise key. However, the size of the message varies from one scheme to another. For example, the message broadcasted by a node in the E-G scheme contains the list of key identifiers on its key ring. If the key pool contains 10000 keys and each node is preloaded with \( k=100 \) keys, we have a connection probability of 65%. Each key identifier requires 14 bits and the broadcasted message have a size of 174 bytes. Now, we evaluate the message length of TinyIBE. Using this protocol, the exchanged message contains two values C1 and C2. C1 is a point on
the elliptic curve \( E(F_{2^{271}}) \), which can be compressed to 34 bytes and \( C2 \) has the size of the session key (128-bits). The resulting message has 52 bytes. For our proposed pairwise key establishment scheme, the exchanged message is composed of two values \( R \) and \( M \). \( R \) is a point on the elliptic curve \( E(F_{2^{271}}) \) coded on 34 bytes and \( M \) is a MAC of size 8 bytes. So, the resulting message has 42 bytes. Therefore, our proposed scheme uses a smaller message compared to E-G scheme and TinyIBE.

Concerning the cluster key establishment process, the CH generates the cluster key and sends it using a secure channel to all the nodes in its neighbourhood. Each neighbouring node in the same cluster will activate its transceiver once to receive the cluster key. If one-hop cluster topology is used, this reception is the only communication cost at each of the L-sensor nodes. Otherwise, if a multi-hop cluster topology is used, the communication cost per L-sensor node will be more important as the intermediate L-sensors must activate their transceivers again to distribute the cluster key to other L-sensors in their neighbourhood.

Let \( D_H \) be the average number of neighbouring nodes with which an H-sensor node can communicate and \( D_L \) the average number of neighbouring nodes of an L-sensor in the same cluster. We assume that \( D_H >> D_L \). Then, the total communication cost in unit of transmission operations (send or receive) is:

For an L-sensor:

\[
Cc \text{cost } = 2 \times D_L + 1 \quad \text{(For a leaf node)} \tag{9}
\]

\[
Cc \text{cost } = 3 \times D_L \quad \text{(For a non leaf node)} \tag{10}
\]

For an H-sensor:

\[
Cc \text{cost } = 3 \times D_H \quad \text{(for a leaf node)} \tag{11}
\]

(iii) Computational overhead

The proposed IKM scheme requires several computational operations such the Tate pairing, hash operation, MAC calculation, encryption and decryption. The most computationally intensive module is the Tate pairing. It requires a large number of arithmetic operations (addition, multiplication,..), performed on large integers. Table I summarizes the total number of arithmetic operations executed by the pairing function of the IKM scheme.

<table>
<thead>
<tr>
<th>Arithmetic operation</th>
<th>Modular addition</th>
<th>Modular multiplication</th>
<th>Square root</th>
<th>Modular square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tate pairing</td>
<td>1542</td>
<td>1169</td>
<td>268</td>
<td>816</td>
</tr>
</tbody>
</table>

For H-sensor:

\[
Cc \text{cost } = D_H \text{Pairing} + 2 \times D_H \text{Mul} + D_H \text{Hash} + 2 \times D_H \text{MAC} + 1 \text{Dec} + (D_L - 1)(\text{Enc} + \text{MAC}) \quad \text{(13)}
\]

We notice that our proposed IKM scheme requires a relatively high computation overhead but, at the same time, provides a high level of security. Such protocol can be used for security critical applications, where the level of security is more important than the lifetime of the sensor node.

Next, we present experimental results obtained with an implementation of the IKM scheme using TelosB sensor nodes.

B. Evaluation of the IKM scheme

As a proof of concept, and to show that the proposed scheme can be efficiently implemented on resource-constrained sensor nodes, we implemented the proposed IKM scheme on a real testbed of TelosB motes [6]. We provide measurements of the storage cost, the computation time of pairwise key, and the energy to compute this key. Also, we consider the impact of the cluster size on the latency of cluster key delivery and on the amount of energy consumed by the whole cluster to distribute this cluster key.
(i) TelosB testbed and parameter setting

A TelosB mote is of the size of two AA batteries. It has an IEEE 802.15.4/ZigBee compliant RF transceiver, allowing radio communication in the frequency range 2.4 to 2.4835 GHz (a globally compatible ISM band), and a bit rate of 250 kbps data rate. It is based on the TI MSP430 microcontroller. The MSP430 incorporates an 8MHz, 16-bit RISC CPU, 48K bytes flash memory (ROM), and 10K bytes RAM. The TelosB motes run TinyOS operating system version 1.1.15 and support NesC as programming language [28]. We adopted TelosB motes as L-sensor and H-sensor nodes as they are the only sensor motes at our disposal.

Our objective is to implement the proposed pairing based key management protocol and integrate it on these motes. Our implementation is based on the MIRACL Library [29] (Multiprecision Integer and Rational Arithmetic C/C++ Library), which provides all the necessary elliptic curve primitives and functions to compute pairings and other cryptographic algorithms. MIRACL handles large numbers arithmetic and offers full support for ECC over the prime field \(F_p\), and the binary field \(F_{2^m}\). It is a suitable choice when the implementation is designed for embedded and constrained environment.

To compute the pairing function, in a first step, we must find a suitable elliptic curve. Curve parameters must be chosen with care to allow efficient computations and provide a reasonable level of security, where our protocol is neither vulnerable to the Pohlig-Hellman attack [23], nor to the index calculus attack [23]. To satisfy these requirements, we decided to use the supersingular elliptic curve defined by (15) over the binary field \(F_{2^{271}}\) (\(m=271\)) which has an embedding degree of \(k=4\) (i.e. the output of pairing will be in the field \(F_{2^{271}}\), the quadratic extension field).

\[
y^2 + y = x^3 + x \tag{15}
\]

Therefore, in our case, \(m=271\) and \(k=4\). We have then \(k \times m = 1084 > 1024\) (recommended to achieve security requirements). Hence, the key generated by the pairing function is a 1084 bit key, thus giving us a wide safety margin.

The pairing algorithm requires a large number of arithmetic operations. These operations are made modulo an irreducible polynomial \(f(x)\). For the particular binary field \(F_{2^{271}}\), we have selected the following trinomial:

\[
f(x) = x^{271} + x^{201} + 1 \tag{16}
\]

In the second step, we must specify which pairing algorithm to adopt. There has been a lot of work on efficient algorithms for computing pairings on elliptic curves. Research results show that the improved Duursma-Lee algorithm to compute the Tate pairing over \(F_{2^{271}}\) based on \(\eta T\) pairing, is one of the fastest known [20]. For this reason, we adopt this algorithm in implementing the pairing function. This algorithm is implemented in the C language and using the MIRACL library. However, running the code in resource-constrained nodes, such as TelosB, is not straightforward and thus, adaptations have been made in order to fit MIRACL into the platform.

To evaluate the effect of cluster size on the latency of the cluster key delivery, we use the TOSSIM simulator [30] integrated with TinyOS. To evaluate the average node energy consumption to compute a pairwise key, we use PowerTOSSIM simulator [31]. It simulates the wireless network at the bit level and uses a simulation model based on the different TinyOS components. Also, this simulator is used to study the impact of cluster size on the total energy consumption. During the experiment, each test is repeated 20 times. We present in the next subsections the results of pairwise key protocol implementation and then results of cluster key protocol implementation. Each protocol is implemented and evaluated separately as the memory of TelosB mote cannot simultaneously support both protocols.

(ii) Evaluation of pairwise key management protocol

Our pairwise key management protocol is implemented using nesC language in TinyOS environment. It uses several TinyOS components and interfaces. With all security components implemented, the program has a code size (ROM) of 43 486 bytes and a data size (RAM) of 2305 bytes. This is a relatively large space in ROM, due mainly to the use of the MIRACL library, which requires a large programming space. Concerning the RAM space, we have used only 23% of the total available space.

Measurements made are summarized in Table 2. Experimental results show that our proposed protocol takes on average 20.1 sec to establish a pair-wise key between two TelosB motes. This time includes the computation delay, especially that of the pairing function, which is about 9 sec, and also the communication delay. The energy consumed by our proposed pairwise key establishment protocol has been measured using the PowerTOSSIM simulator. The energy overhead introduced by our key management protocol is about 1707 mJ, which is negligible compared to the total energy of a mote (< 1%). Therefore, the proposed key management solution is efficient and suits well the severe constraints of sensor nodes. Such efficiency is necessary for any security solution in wireless sensor devices.

(iii) Evaluation of cluster key management protocol

The proposed cluster key establishment protocol implemented on TelosB motes requires a code size (ROM) of 14120 bytes and a data size of 537 bytes.

We evaluate also the performance of the cluster key establishment protocol in terms of the effect of scaling the number of nodes on the latency of cluster key delivery and on the total energy consumed by all the nodes in the cluster to obtain this key. To do this, we use the TOSSIM and the PowerTOSSIM simulators provided with TinyOS.
Fig. 7 shows the average latency of the cluster key delivery when the cluster size is varied from 10 to 100 nodes. We see that even for a cluster of size 100, the cluster key delivery time remains below 3 minutes, which is still acceptable.

![Figure 7: Impact of cluster size on the latency of cluster key delivery.](image)

In wireless sensor networks, protocol energy overhead must be minimized. Fig. 8 shows the total energy consumed by a cluster to distribute the cluster key to the various nodes. We notice that our protocol doesn’t exhaust the energy resources of sensor nodes as it only consumes about 20 joules when the cluster contains 100 nodes.

![Figure 8: Overall cluster energy consumption as a function of the number of nodes in the cluster.](image)

VI. CONCLUSION

This paper introduced a key management scheme for heterogeneous sensor networks. It supports the establishment of pairwise keys and cluster keys to enable different communication patterns. The establishment of keys is based on Pairing Identity based Cryptography, a variant of public key cryptography. Security analysis of the proposed scheme showed its resilience to various types of attacks, especially the node compromise attack. The pairing based key management scheme was shown to provide a low storage cost compared to well known key management schemes and a relatively high communication and computation overhead. However, despite this overhead, the TinyOS implementation showed that the proposed scheme can be efficiently implemented in real sensor networks, running security critical application.
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