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Abstract— The concept of energy-efficient networking has
begun to spread in the past few years, gaining increasing
popularity. According to several studies, the power con-
sumption of the Internet accounts for around 10% of the
worldwide energy consumption and is constantly increasing.
On the other hand, with the increasing demand for various
types of data traffic, especially delay sensitive traffic, the
traditional best effort delivery no longer meets the Quality
of Service (QoS) requirement for the applications, and
strict QoS requirement needs to be considered. In this
paper, we aim to minimize the power consumption of the
Internet, while satisfying the strict QoS constraints in terms
of delay. We propose an integer non-linear programming
formulation of the power consumption model guaranteeing
full connectivity under QoS constraints. Then, we propose
simple heuristic algorithm and we use the algorithm on a
synthetic topology. We evaluate our model through extensive
simulations and it is shown that we could get minimum total
cost consisting of power consumption and delay cost of the
network when link utilization constraint is set to 75%.

Index Terms— energy saving network; non-integer linear
programming; QoS; heuristics

I. INTRODUCTION

In the last decade the attention on environment friendly
solutions has increased drastically. It is estimated that
information and communication technologies (ICT) is
accountable for around 10 percent of world wide carbon
emissions [1]. Worldwide, the growth rate of the Internet
users is about 20 percent per year. Thus, ICT is being
regarded as a solution with the potential to eliminate about
15 percent of the global carbon footprint [2].

To this extent, networking devices like IP routers con-
sume the largest majority of energy [3]. Therefore, it is
not surprising that researchers, manufacturers, and net-
work providers are spending significant efforts to reduce
the power consumption of ICT systems from different
perspectives [4] [5] [6] [7] [8] [9].

As indicated in a study conducted by the U.S. Depart-
ment of Energy [10], the current network elements and
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telecommunication networks are not designed with energy
optimization as an objective or a constraint. They are often
designed for peak traffic for reasons such as accommo-
dating future growth, planned maintenance or unexpected
failures, or quality-of-service guarantees. One opportunity
to reap significant potential saving in data networking is
achieving proportionality [11]. Proportionality refers to
a goal in which the power consumption by a network
element is in proportion to the carried traffic load.

Many methods for avoiding waste and improving en-
ergy efficiency are being developed. First efforts towards
green networking can be traced back to the papers by
Gupta and Singh [4] and Christensen et al. [5], but during
the last three years the interest has increased tremendously
[6] [7]. In the former research, the authors reduce the
overall power consumption of a network by shutting off
device [9]. And in [8], the authors solve the same problem
with load balancing consideration.

However, the energy saving object shall affect both the
offered QoS and the network robustness. And, the greedy
switch-off approaches considered so far tend to leave little
space to redundancy, and even less means to control the
redundancy level. The lack of redundancy in the network
will result larger transmission delay [12]. In this paper,
we aim at controlling the whole network to reduce the
total power consumption, so as to find the minimum set
of devices that must be used to meet the actual traffic
demand and QoS constraints in terms of delay.

The paper is organized as follows. The mathematical
formulation of the problem is introduced in Section
II.The proposed heuristic approaches are in Section III.
The description of the topology used for performance
assessment is presented in Section IV. And evaluation
results are in Section V. Finally, conclusions are pre-
sented in Section VI

II. MATHEMATICAL MODEL FORMULATION

We consider an ISP network, where access nodes are
capable of aggregating users’ traffic. And we assume that
the power consumption of the device is independent from
the traffic load, since previous research has shown that the
energy consumption of idle device has little difference
from the full-speed device [6]. Therefore, a constant
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amount of power is consumed when the device is working
and no power is consumed when the device is off. In this
section, we first introduce the QoS model in terms of
end-to-end delay performance we used in the paper. And
then we present the mathematical formulation for the QoS
aware energy efficient model.

A. Link Cost Definition

The end-to-end delay on the heavy traffic links has to
be an important constraint to the energy saving. Because,
as we shut down the devices and links in the topology, the
traffic demands do not change. So, the devices and links
still powered on have to route more traffic. The more
devices and links we powered off, the heavier traffic the
residual devices have to carry.

One of the performance indicators of routing is the
average packet delay, which is the average time that a
packet spends in the network. We model the undirected
graph G = (V,E), where V is the set of vertices and
E is the set of edges. Vertices represent network nodes
and edges represent network links. Let PLij be the power
consumption of link from i to j, and PNi be the power
consumption of node i. Let cij be the capacity of link
from node i to node j. Let α ∈ (0, 1) be the maximum
link utilization constraint and β controls the relative cost
of delay. Let tsd be the traffic demand from node s to
node d, s, d ∈ V . Let fsd

ij denote the amount of traffic
from s to d which is routed through the link from i to j,
and let fij be the total amount of traffic flowing on the
link from i to j.

The average packet delay is usually measured using the
Kleinrock delay function [12] given by

Φ =
1

γ

∑

(i,j)∈E,i<j

fij
λcij − fij

(1)

where 1/λ is the average packet length (bpp), and γ de-
notes the total number of the packets in the network,i.e.,
γ =

∑

s∈V

∑

d∈V fsd The derivation of Eq. (1) is based
on several assumptions packet arrivals are Poisson dis-
tributed, packet sizes are exponentially distributed, there
is infinite buffer capacity, and the first-come first-served
rule is used at nodes to route packets. Therefore, Eq. (1)
is only an approximation to the actual packet delay of a
network. However, it has been found that even though Φ is
quite different from the actual packet de lay, minimizing it
in the design process,or during routing, will lead to good
network performance in implementation [13]. Therefore,
Eq. (1) has been extensively used in the literature as a
measure of network performance.

B. Non-linear Programming Model

We define that Ptot is the total power consumption of
the network, Φ is the total delay cost of the network, and
Ctot is the total cost of the network.

Let xij ∈ {0, 1}, i, j ∈ V be binary decision variables
that take the value of 1 if the link (i, j) is powered on,
0 otherwise. Similarly, let yi ∈ {0, 1}, i ∈ V be binary

decision variables that take the value of 1 if node i is
powered on, 0 otherwise.

Given the previous definitions, we provide the opti-
mization problem formulation as follow:
Minimize:

Ctot = Ptot + βΦ (2)

Subject to:

Ptot =
∑

i∈V

∑

j∈V

xijPLij +
∑

i∈V

yiPNi (3)

Φ =
1

γ

∑

(i,j)∈E,i<j

fij
λcij − fij

(4)

∑

j∈V

fsd
ij −

∑

j∈V

fsd
ji =







tsd, for ∀s, d, i = s
−tsd, for ∀s, d, i = d

0, for ∀s, d, i ̸= s, d
(5)

fij =
∑

s∈V

∑

d∈V

fsd
ij ∀i, j (6)

fij ≤ αcijxij ∀i, j (7)
∑

j∈V

xij +
∑

j∈V

xji ≤ Myi ∀i (8)

Equation (2) minimizes the total cost of the network.
Equation (3) states the total power consumption of the
network and Equation (4) states the sum of delay cost in
the network which is a non-linear constraint in this model
as we mentioned above. Equation (5) states the classical
flow conservation constraints, according to which traffic
flows are routed using Kirchhoff Laws, so that several
paths can be used to transport traffic from a source until
the destination node is reached. Equation (6) evaluates the
total flow routed on each link. Constraint (7) constrains
the link load to be smaller than the maximum link
utilization α. Constraint (8) states that a node can be
turned off only if all incoming and outgoing links are
actually turned off. The big-M method is used to force
this constraint, taking M ≥ 2N .

The presented formulation falls in the class of ca-
pacitated multicommodity minimum-cost flow problems
(CMCF) [14], i.e., the problems in which multiple com-
modities have to be routed over a graph with capacity
constraints. CMCF problems are known to be NP-hard,
and therefore finding the optimal solution becomes im-
practical even for small networks.

III. HEURISTIC APPROACH

Given the NP-hard formulations presented, finding the
optimal solution is extremely difficult, especially for large
number of nodes. Therefore, a heuristic approach has to
be adopted if the problem size is too large.

The heuristics start by considering a network in which
all elements are powered on, hence for every existing link
and device in the considered topology xij = 1, and yi =
1 ∀i, j. Then, the algorithm checks iteratively if a given
element (either a node or a link) can be turned off.
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In our simulations, we use shortest-path algorithm to
route the traffic flow and each link weight in the topology
equals to 1. At each iteration, the chosen element is
removed from the topology, and traffic is rerouted on the
residual topology. After rerouting, if flow constraint (5)
and utilization constraint (7) are still fulfilled, then power
off the chosen element. If not, power on the element again.

The energy saving achieved by turning off nodes is
higher than by switching off single links [15], and switch-
ing off a node is more difficult than switching off a single
link. This suggests that the algorithm should try to turn off
nodes first then links. On the other hand, we try to power
off core nodes first then metro nodes, since core nodes
consume more power than metro nodes. In the synthetic
topology, the core nodes connect peering routers of other
ISPs, at least one core node has to power on, so that users
in this ISP can access to the resource in other ISPs. At last
we get a subset of links turning on and we can calculate
the cost of the network. Algorithm 1 reports a description
of the heuristics.

Algorithm 1 Pseudocode Description of the Proposed
Heuristics

1: % node optimization
2: sort node(nodes); %core then metro
3: for (i = 1; i ≤ N ; i++) do
4: disable node(node[i]);
5: paths = compute all shortest path();
6: compute all link flow(paths);
7: %compute traffic flows on each link
8: if check paths(paths) == false then
9: enable node(node[i]);

10: continue;
11: end if
12: if check flow(paths) == false then
13: enable node(node[i]);
14: continue;
15: end if
16: end for
17: % link optimization
18: sort link(links); %least flow then more flow
19: for (j = 1; j ≤ N ; j ++) do
20: disable link(link[j]);
21: paths = compute all shortest path();
22: compute all link flow(paths);
23: %compute traffic flows on each link
24: if check paths(paths) == false then
25: enable link(link[j]);
26: continue;
27: end if
28: if check flow(paths) == false then
29: enable link(link[j]);
30: continue;
31: end if
32: end for

In addition, the route we choose from source to desti-
nation has to be a valley-free route, that is, after traversing

Core router

Metro router

Access router

Peering router

Figure 1. The synthetic topology

a core-metro link, a package cannot traverse a metro-core
link. In the FT network depicted in Figure 2, for ,instance,
this rule will insure that access nodes (the green ones)
are not used to forward traffic between core routers (the
blue ones). In this way, the package can be routed to the
destination just like in the real network.

IV. SIMULATION ENVIRONMENTS

A. Synthetic Topology

Considering an ISP network, we assume a random
hierarchical topology. We design the synthetic topology
according to the synthetic topology in [9] which is similar
with the real ISP topology. In the topology, all links are
supposed to be bidirectional, so that if link (i, j) exists,
then link (j, i) exists as well. We power off as many
network elements as possible to maximize the power
saving, while we guarantee the full connectivity between
traffic sources and destinations under the constraint of a
link utilization threshold. There are three hierarchies in
the topology as depicted in Figure 1.

The core level is composed by “core nodes”and “core
links”. The core nodes connect to each other with the
core links randomly. The core links also connect the core
nodes and a peering router of other ISPs, the link capacity
of core links is 50 Gb/s.

The metro level is composed by “metro nodes”and
“metro nodes”. The metro nodes connect to core nodes
by metro links, whose capacity is 20 Gb/s. Each metro
node connects to the other two metro nodes nearby, and
connects to the two closest core nodes.

The access level is composed by “access nodes”and
“access nodes”. The access nodes connect to metro nodes
by access links, whose capacity is 10 Gb/s. Each access
node is multi-homed. It connects to the closest pair of
metro nodes in order to guarantee the robustness of net-
work when the unpredicted failure happens. The capacity
of links we assumed in each hierarchy is according to the
measurement in real topology [9].
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Access router

Core router

Figure 2. The FT topology

TABLE I.
POWER CONSUMPTION

Device Type Power Consumption Fraction of Power
Core Nodes 10 kW 5.48%
Metro Nodes 1 kW 3.66%
Access Nodes 2 kW 37.9%
Links [average] 0.6 kW 41.94%

B. Real topology FT

The FT scenario represent an actual backbone IP net-
work of France Telecom, whose topology is composed by
38 nodes and 72 bidirectional links ,as shown in Figure
2. In the FT network depicted in Figure 2, the core nodes
are blue at the center of the figure ,while the access nodes
are green at the edge around the core nodes.

We assume the capacity of the core links is 50Gb/s
and the capacity of the access links is 20Gb/s in the FT
topology.

C. Power Consumption

To model the energy consumption of routers and links,
we consider the power requirements of actual devices
[9]. We ignore air conditioning costs, which can almost
double the total power consumption. Table I shows the
power consumption of different classes of nodes and the
corresponding fraction of power over the total network
power consumption.

Let Nc, Nm, and Na be the number of core nodes,
metro nodes, and access nodes. According to the previous
research [16], the access network consume 70-80% of the
overall energy going into powering wired networks in the
Internet. In our synthetic topology, we choose Nc = 6,
Nm = 12, Na = 120. In this way, the access network
consumes 79.5% of the total power that the network
consumed.

As shown in the Figure 1, the synthetic network topol-
ogy is composed by 138 routers: 6 core nodes, 12 metro
nodes, 120 access nodes. The number of links equals to
285. The total power consumption of the network is 483
kW according to the Table I.On the other hand, the FT
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Figure 3. Power consumption versus α

network is composed of 18 access nodes, 20 core nodes
and 72 links. The total power consumption is 263.2kW.

D. Traffic Matrix

In all simulations, we assume that access nodes are
sources and sinks of traffic, and other transit nodes are
neither sources nor destinations of information. They only
route the traffic from the access nodes. According to
the previous research [17], the authors observe a very
low average utilization throughout the day that does not
exceed 9% even during the peak hour. On the other
hand, the backbone link utilization is up to 30-50%
typically. So, in the synthetic topology we suppose that
each access node sets up 5 communication sessions with
other 5 different access nodes randomly. The traffic flow
of each session is uniformly distributed in the region
[0.05, 0.15]. In this way, the average traffic load on each
access link is 1 Gb/s and the average link utilization is
10%, a little bigger than the link utilization rate in the
Internet. In FT topology, the each access node also sets
up 5 communication sessions with other 5 different access
nodes randomly. And the traffic flow of each session is
uniformly distributed in the region [0,1]. In this way ,the
average traffic load on each access link is 5 Gb/s.

V. PERFORMANCE EVALUATION

A. Evaluation Results

In this section, we evaluate the power saving effort
and the impact on network performance. We performed
a study on the impact of the α parameter, in order
to observe the possible range of network elements that
can be successfully switched off while guaranteeing a
maximum offered load on links.

Figure 3 reports the number of links switched off for
α ∈ [0.2, 1] in the considered scenario. In Figure 3, it
shows that in the synthetic topology power consumption
decreases for α up to 0.9; after that, little improvement
is noticeable. The power consumption percentage of net-
work decreases from 84.2% to 70.4%. In the FT topology,
the power consumption percentage of network decreases
from 75.2% to 47.7% .The fact is due to when α is
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Figure 4. Network delay cost versus α
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Figure 5. Total network cost versus α

higher, more nodes and links can actually be switched
off. When α is more than 0.9, many elements in the
network are powered off, the topology gets close to
minimum Steiner Tree, so little element in network
can be shut down. The figure is a stepwise curve, be-
cause when a router is switched off, it will take great
improvement in power saving. On the other hand, when a
link is powered off, the improvement is relatively small.

Figure 4 shows variation of the sum of link cost for
increasing values of α. In the synthetic topology, the link
cost increases from 17.0 to 35.1. On the other hand, in the
FT topology, the link cost increases from 16.9 to 35. In
Figure 4, it shows that the cost of the network increases
with the parameter α.

Figure 5 shows in both topologies the total network
cost considering power consumption and network delay
when β equals to 1. In this case, the total cost decreases
when α increases to 0.75 and, after that, the cost increases
and gets steady as α increases.

We collected traces of the traffic from and to our cam-
pus, Beijing JiaoTong University (BJTU), network during
the day of Oct. 12, 2008. Our campus network counts
about 40,000 users and there are over thirteen thousand
active users/day. Figure 6 shows the outbound traffic of
the Beijing JiaoTong University campus network. We
use the traces as the traffic matrix of each access node
in the topology. We can get the power consumptions
under different link utilization constraints in Figure 7
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Figure 6. One day trace of campus
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Figure 7. Power consumption in one day under different link utilization
constraints in synthetic topology

and Figure 8. We can get the same maximum power
saving at early morning under different link constraints,
because the topology can become a Steiner tree topology.
Moreover, we can see the power consumption increasing
as the traffic increases during the day. The figures also
show that in the synthetic topology the model reduces the
power consumption more significantly for higher traffic
demands compared to lower traffic demands at day time.

In the Figure 7, when we set the link utilization 75%,
we can reduce the network energy consumption by a
maximum of 7% (average of 2%) compared with the
situation when the link utilization is set to 50%. The
result in Figure 7 shows that optimizing link utilization for
each link saves up to 30.3% of the network total energy
consumption.

In Figure 8, when the link utilization is 75%, we can
reduce 7% of the network energy consumption compared
with the situation when the link utilization is set to
50%. We can save up to 52.2% of the network energy
consumption.

The total cost gets the minimum when α equals to 0.75.
At the same time, we can get a better trade off between
energy saving and QoS.

B. The Effect of β

In this section, we discuss the impact of parameter β. β
which is a constant and independent from α controls the
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Figure 8. Power consumption in one day under different link utilization
constraints in FT topology
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Figure 9. Total network cost versus α when β has different values

relative cost of delay. Larger values of β lead to smaller
values of αmin, the maximum link utilization constraint
when the minimum of cost happens.In Figure 9, we show
the impact of parameter β.

As β is bigger, the weight of delay cost gets bigger.
When the network is sensitive to delay, β can be set to a
bigger value, so that the network can guarantee the delay
of service. On the other hand, for the network not sensitive
to delay, we can set β to be a smaller constant. In this
way, we can get more power saving.

VI. CONCLUSIONS

In this paper, we have solved the problem of reducing
the power consumption of networks with strict QoS
constraints. We have proposed to find the minimal set
of routers and links considering a minimum cost routing
problem where cost function is comprised of the power
consumption and delay cost of a network.

We propose a simple heuristic to resolve the multi-
commodity flow problem. And we further evaluate the
optimization on a synthetic topology which is close to
real topology in terms of power and traffic model and
we use one day trace of a campus network to evaluate
the power saving. Results have shown the increasing
of link utilization will lead to more power saving but
larger network delay. And we obtained an optimized link
utilization minimized the total cost of network considering

power consumption and delay cost of the network when
the utilization is 75%. And we could get 2.7% more power
saving in the whole network than when the link utilization
is 50%. In addition, the results have shown the situation
when the changes of the minimum value of power and
delay cost caused by the relative cost parameter β, which
indicates how QoS constraint influences energy saving
strategy.

Our future work is to extend the model to consider
the robustness of the network, in which the network
performance is not influenced by unpredicted fail when a
lot of devices are powered off.
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